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Abstract. A hybrid system is a system containing a mixture of discrete event components and continuous variable components. The existing hybrid system modeling methods are effective to handle crisp cases but can be difficult to represent deterministic uncertainties and subjectivity inherited in many real-world applications. We generalize the crisp hybrid system framework to a fuzzy hybrid system framework by using fuzzy set theory; the latter contains the former as a special case. We utilize fuzzy sets, type-1 and type-2, to capture and represent uncertainties in the hybrid system's states and variables. We develop algorithms to calculate fuzzy states and their transitions and propose a parallel composition method for modeling a (complex) fuzzy hybrid system through composing its components. This new formal, mathematical framework, capable of modeling a hybrid system with fuzzy states and various types of continuous dynamic processes, regardless whether they are available explicitly or implicitly (e.g., fuzzy systems and neural networks), establishes a basis for systematic study of the fuzzy hybrid systems. It can also be employed for computer simulation investigation, analogous to the discrete event simulation methodology. An example fuzzy hybrid system involving fuzzy differential equations as continuous variable component is provided to illustrate the new theory.
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1. Introduction

Since 1980's, discrete event systems have been studied extensively in the literature. Several important properties such as controllability [36] and observability [22] have been studied that plays the key role in supervisory control of discrete event systems [7, 22–24, 30, 36]. Discrete event systems have been used to model many practical systems such as manufacturing systems, computer systems, communication protocols, database management systems, and robotic systems. These systems have discrete states and events. Their evolutions are described by sequences of events that describe significant qualitative, as opposed to quantitative, changes in the systems. These systems are event-driven, rather than time-driven. They cannot be described by differential or difference equations, as common in continuous variables systems.

Although very useful, discrete events alone are sometimes not sufficient to describe complex systems encountered in the real work, as many real world systems contain both discrete events and continuous variables. Therefore, since 1990, researchers have been studying hybrid systems that contain both discrete events and continuous variables [1]. Not surprisingly, hybrid systems are much more difficult to study. Even some basic properties such as controllability and observability have not been well understood and defined in hybrid systems. Most work accomplished in hybrid systems is on modeling of hybrid systems. Several models have been proposed, include the hybrid automata [1, 2, 13, 16, 33], the hybrid machine [8, 9, 14, 15, 19, 20, 25, 28, 29, 32], the hybrid Petri-net [3], and the hybrid bond-graph [31]. Among them, the hybrid machine model has been used to investigate safety, liveness, and Zenoness of hybrid systems.
In the current framework of hybrid systems, values of discrete states and continuous variables of a hybrid machine must be crisp numbers. In many real-world applications, however, such a requirement cannot always be satisfied. For example, when sensors for a state observer are inaccurate, the system’s states can become uncertain and cannot be described by precise numbers. In other applications, especially those in biomedicine, states or state variables may not be directly measurable but can be roughly estimated by human through subjective observation (e.g., pain level or extent of headache experienced by a person/patient) [26, 38]. To address this type of problems, fuzzy set theory can be used. Using fuzzy set theory, the system’s state (e.g., a patient’s health status) can be uncertain and vague even in a deterministic sense. For instance, it is vague when a patient’s health is said to be “good”. Furthermore, the transition from one state to another is also vague. It is hard to describe how exactly a patient’s condition has changed from “good” to “bad”. Fuzzy set theory can easily incorporate subjective observation, judgment, and interpretation by a doctor or a patient. Therefore, it is very useful to introduce fuzzy sets in hybrid systems. However, introducing fuzzy sets in hybrid systems significantly increases the complexity of an already complex problem.

In this paper, we undertake the challenging problem of modeling fuzzy hybrid systems. Our approach is inspired by our early work on fuzzy discrete event systems (FDES). In the first paper in FDES [21], we applied fuzzy sets to the traditional DES theory to establish a fuzzy discrete event system theory. In which, was extended later to a more general theory called the extended fuzzy discrete event system theory [10]. We studied state feedback control of FDES, and investigated optimal control and observability of FDES. Since the publication of [21], the supervisory control, controllability, and observability of the FDES have been extensively investigated by other researchers [5, 6, 27, 34, 35, 37] as well.

It is well known that the theory of hybrid systems is much more difficult to develop than the theory of discrete event systems. Similarly, a theory of fuzzy hybrid systems is expected to be much more difficult to establish than the theory of fuzzy discrete event systems [11]. In this paper, we will start with type-1 fuzzy sets and then investigate more difficult type-2 fuzzy sets. We will build elementary fuzzy hybrid machines first and then combine them to form composite fuzzy hybrid machines by the parallel composition. This work will lay a foundation for future investigation of such important issues as (optimal) control of fuzzy hybrid systems, controllability, and observability.

2. Background on hybrid systems and fuzzy discrete event systems

Before modeling fuzzy hybrid systems, we first provide a brief overview of the hybrid machine approach as well as the FDES theory because they serve as the basis for our generalization later. More detailed information is available in [14, 21].

2.1. Hybrid machine approach

In the hybrid machine theory, a hybrid system is modeled by a composite hybrid machine (CHM) which consists of concurrent operation of multiple elementary hybrid machines (EHMs). An EHM is a basic hybrid machine that cannot be decomposed into smaller EHMs any further. An EHM is represented as [14]

\[
EHM = (Q, \Sigma, D, E, \Psi, (q_0, x_0))
\]  

where \( Q \) is the set of all discrete states with linguistic labels, and their initial state is \( q_0 \in Q \). \( \Sigma \) is the set of all input events and output events, which are also represented by linguistic labels. The input events, denoted by \( \delta \), are from the environment in which the EHM operates (anything outside the EHM is considered to be in the environment). The output events, designated as \( \sigma \), are actions impacting the environment from the EHM. \( D \) is the set of continuous dynamics denoted by \( dq \) where the subscript \( q \) signifies that the dynamics is tied with state \( q \). If state \( q \) is not associated with any dynamics, then \( dq = 0 \). \( D \) is described by

\[
D = \{ dq = (x_q, y_q, u_q, g_q, h_q) : q \in Q \}
\]

\[
x_q = g_q (x_q, u_q)
\]

\[
y_q = h_q (x_q, u_q)
\]

where \( x_q, u_q, \) and \( y_q \) are the vectors of states, input variables, and output variables, respectively. Their dimensions can be different from one state to another; therefore the subscript \( q \) is needed. \( g_q \) is required to be a Lipschitz continuous function and \( x_q = g_q (x_q, u_q) \) is a general state space equation. \( h_q \) is a continuous function, and \( y_q = h_q (x_q, u_q) \) is a general output equation. Together, the two equations completely describe \( dq \). We use \( x_{q_0} = x_{q_0} (t_0) \) to define the initial value of the state vector.
E in (1) is a set of state transition paths defined as

\[ E = \{ e = (q, G \wedge \sigma \rightarrow q', q', Q'_E) : q, q' \in Q \} \]

where \( \wedge \) is the binary logical AND operator. The transition occurs when the system leaves state \( q \) and goes to state \( q' \). The transition occurs only when the input event \( \sigma \) is received by the EHM and the conditions set in dynamic guard \( G \) are satisfied. \( G \) is defined as a Boolean combination of inequalities that define a \( \sigma \) set in dynamic guard \( G \) as satisfied. \( G \) is defined as a Boolean combination of inequalities specifying conditions involving the state variable or output variable in \( D \) that represents the system’s state (we designate such a variable by \( s(t) \), or simply \( s \), whose range is application-dependent and without loss of generality, we assume \( s(t) \in \mathbb{R} \)). The arrow above indicates that once the transition occurs the output event \( \sigma \) will be transmitted to the environment immediately. Note that whether \( \sigma \) exists or not depends on application; it may be absent in some applications. \( x_i^0 \) is the initial value for \( x_i \).

\( \Psi \) in (1) is a set of so-called invariants, each of which is a Boolean combination of inequalities that define a discrete state resulted from \( s(t) \) in the inequalities.

A run of an EHM will generate a sequence of states \( q_1 \rightarrow q_1' \rightarrow q_2' \rightarrow \cdots \) where \( i \) is the \( i \)-th transition and \( t_i \) represents time when the \( i \)-th transition occurs.

All the EHMs in a hybrid system run in parallel via the parallel composition mechanism, denoted by \( \parallel \), to form a CHM. The detail on the parallel composition can be found in [14].

2.2. Fuzzy discrete event systems

A DES can be regarded as a special hybrid system when the dynamics \( D \) is absent (i.e., \( a_{ij} = 0 \)). An FDES is a generalized DES where states are allowed to be fuzzy. To include FDES as part of (1), we first need to formulate the states, events, transitions and initial value in (1) by using a fuzzy finite automaton (FFA). We defined an FFA as [21]:

\[ FFA = (Q, \Sigma, \delta, q_0) \]

where \( Q \) just like in (1), is the set of states. But here, states are generalized to allow for both crisp states and fuzzy states. In the FFA theory, we employ matrices to represent states and events, which is not the case for the conventional finite automata theory. This need rises because an FDES is allowed to be in more than one state simultaneously. We stick to the following convention in this paper – a symbol representing a vector or a matrix variable is boldfaced. States, fuzzy or not, are represented by a fuzzy state vector \( q = [\mu_1, \mu_2, \ldots, \mu_N] \in Q \) with \( N \) being the total number of states (the vector contains 0’s and 1’s only for a nonfuzzy state). The element \( \mu_i \in [0, 1] \) represents the possibility (i.e., membership) of the system being in state \( i \), \( q_i \in Q \) is the initial fuzzy state vector. An event in \( \Sigma \) does not only have a linguistic label, as defined in (1), but now also has a transition matrix \( \sigma = [a_{ij}]_{N \times N} \) associated with it, where \( a_{ij} \in [0, 1] \) represents the likelihood (i.e., membership) of the system moving from state \( i \) to state \( j \).

\[ \delta : Q \rightarrow Q \]

is a transition mapping that describes what event may occur at the current time and what the resulting new state is. Here, the symbol \( \cdot \) represents some fuzzy operation specified by \( \delta \). It includes, but not limited to, the popular max-product or max-min fuzzy inference operation in fuzzy set theory [18]. Which operation to use is application-dependent and is up to the system developer. Max-product or max-min is an operation in which the operators max() (or product()) and min() (or product()) are used. Product() means multiplication of the arguments while max() (or min()) operation picks up the largest (or smallest) argument among the arguments involved. If the current fuzzy state vector is \( q \) and event \( \sigma \) occurs, then the new fuzzy state vector \( q' \) can be computed: \( q' = q \cdot \sigma \).

2.3. Illustrative examples of a hybrid system and an FDES

To better understand the notations for the hybrid machine approach and FDES, let us use a water tank system consisting of a pump, a tank, and a valve as an example (the system is shown in half of Fig. 1). The system can be modeled by parallel composition of three EHMs named Pump, Tank, and Valve:

\[ \text{CHM} = \text{Pump} || \text{Tank} || \text{Valve} \]

Each EHM is in the form of (1). For EHM Tank, there are three crisp states on water level with linguistic labels “High”, “Medium” and “Low”. That is,

\[ Q = \{\text{High}, \text{Medium}, \text{Low}\} \]

Assume that the water level is initially “Low”, then \( q_0 = \text{"Low"} \). There are four events, which correspond to operation of turning the Pump “On” and “Off” and the Valve “On” and “Off”. That is,
There are three continuous dynamics in $D$, each of which is associated with one of the three discrete states. The state space equation and output equation for the three dynamics are the same:

$$\dot{x} = in - out$$
$$y = x$$

where $y$ is the output variable and $x$ is a state variable, both of which represent the tank’s water level. $in$ and $out$ are input variables representing inflow and outflow water rates, respectively. Note that the first equation is the second equation in (2), and the second equation is the third equation in (2).

Furthermore, $\Psi$ contains three invariants, named $\psi_{\text{High}}$, $\psi_{\text{Medium}}$ and $\psi_{\text{Low}}$, one for each of the three states:

$$\psi_{\text{High}} = y \geq \lambda_2 \quad \text{(for “High” water level)}$$
$$\psi_{\text{Medium}} = y < \lambda_2 \land y \geq \lambda_1 \quad \text{(for “Medium” water level)}$$
$$\psi_{\text{Low}} = y < \lambda_1 \quad \text{(for “Low” water level)}$$

where $\lambda_1$ and $\lambda_2$ are pre-defined water levels.

Assume that there are four dynamic guards as follows:

$$G_1 = y < \lambda_2 \quad \text{(for transition from “High” to “Medium”)}$$
$$G_2 = y \geq \lambda_2 \quad \text{(for transition from “Medium” to “High”)}$$
$$G_3 = y < \lambda_1 \quad \text{(for transition from “Medium” to “Low”)}$$
$$G_4 = y \geq \lambda_1 \quad \text{(for transition from “Low” to “Medium”)}$$

A state transition takes place when one of the four input events in (3) happens and the condition set in one of the four dynamic guards is met. The states before and after transition are two of the three states. The EHM Pump has two states:

$$Q = \{\text{On, Off}\}$$

The event set is $\sum = \{\text{pump On, pump Off}\}$. These two events are input events for the Pump and output events for the Tank. The dynamics are

$$in = 0 \quad \text{for state “Off”}$$
$$in = \theta \quad \text{for state “On”}$$

where $\theta$ is a specific nonzero pump flow rate. There are no dynamic guard and invariant set for the Pump. Thus, all the state transitions are triggered by the input events alone.

The EHM Valve is similar to the EHM Pump except for different label names and values.

If the dynamic Equation (4) is unknown, the tank system can still be treated either as a DES or an FDES. Let us model the water-tank system as an FDES. The fuzzy state vector will look like

$$q = \begin{bmatrix}
\text{High} & \text{Medium} & \text{Low} \\
0.1 & 0.1 & 0.8
\end{bmatrix} \in Q$$

where the numbers denote the membership grade for each state. The four events are now characterized by
four different matrices. For instance, the event *pump On* may be

\[
\sigma = \begin{bmatrix}
0.2 & 0.2 & 0.1 \\
0.9 & 0.2 & 0.1 \\
0.6 & 0.9 & 0.1 \\
\end{bmatrix}
\]

If the max-product operation is used for \( \delta \), we can compute the new fuzzy state vector:

\[
q' = q \circ \sigma = \begin{bmatrix}
0.1 & 0.1 & 0.8 \\
0.2 & 0.2 & 0.1 \\
0.9 & 0.2 & 0.1 \\
0.6 & 0.9 & 0.1 \\
\end{bmatrix} \circ \begin{bmatrix}
0.9 & 0.72 & 0.08 \\
\end{bmatrix}
\]

which means after the occurrence of the event *pump On*, the water level is mostly in the “Medium” state, due to the highest membership 0.72 among the three, although it is also in the “High” and “Low” states somewhat.

3. Modeling fuzzy hybrid systems by fuzzy hybrid machines

Based on the theories of the hybrid machines and FDES, we formally define the fuzzy hybrid machines for modeling the fuzzy hybrid systems in this section.

3.1. Developing fuzzy elementary hybrid machines when type-1 fuzzy sets are enough to represent knowledge

3.1.1. Defining the fuzzy elementary hybrid machines

A fuzzy hybrid system is modeled as a fuzzy compositive hybrid machine (FCHM) consisting of fuzzy elementary hybrid machines (FEHMs) by a modified parallel composition method. To cover all possible scenarios, we need to divide FEHMs into two types based on the dynamic equations - with dynamic equation type and without dynamic equation type (i.e., DES). Hence there are total four types of FEHMs, namely (1) exclusive state with dynamic equations, (2) exclusive state without dynamic equations, (3) nonexclusive state with dynamic equations, and (4) nonexclusive state without dynamic equations.

As a generalized form of EHMs and FFAs, an FEHM contains all the components in EHMs and FFAs and is represented as a 7-tuple:

\[
FEHM = (Q, \Sigma, \delta, D, E, \Psi, (q_0, x_0))
\]

Much of the meanings of the symbols in (5) are the same as before. We only need to point out the differences and generalizations.

Differences for \( Q \): For the exclusive state type of an FEHM, \( \mu, \) in fuzzy state vector \( q = [\mu_1, \ldots, \mu_N] \in Q \) can only be either 0 or 1, and furthermore only exactly one \( \mu \) can be 1 at any instance of time. For the nonexclusive state type, \( \mu \) is a number between 0 and 1 indicating that the system can simultaneously be in different states at any time instance. Unlike FFA, \( q \) is time-dependent when the dynamic equations are present.

Differences for \( \Sigma \): For an FEHM without dynamic equations, \( \sigma \) is empty by definition. For an FEHM with dynamic equations, a fuzzy state vector is calculated directly from state variables in the model without using a fuzzy event matrix. To make the notation consistent with that for the FEHM without dynamic equations, we let the fuzzy event matrix be the identical matrix \( I \) in this case so that the occurrence of an event will not affect the fuzzy state vector.

Differences for \( D \): All the variables can now be fuzzy numbers (i.e., fuzzy sets) instead of real numbers. The subscript \( d \) of \( D \) is boldfaced to indicate the fact that \( q \) is a vector, instead of a scalar in the case of (2). For an FEHM without dynamic equations, \( D \) is empty by definition. For an FEHM with dynamic equations, there are two cases. If the states are exclusive, \( d_q \) can be either the same or different from one another. On the other hand, if the states are nonexclusive, the FEHM can be in multiple states simultaneously. Hence, all \( d_q \) have to be the same (otherwise, we will be unable to determine which dynamic equation is currently running). For an FEHM, \( g_p \) and \( h_b \) are allowed to be either explicitly available or implicitly available. An example for the latter category is a typical neural network, which is considered a black-box model in that it provides the desired input-output mapping but fails to reveal explicitly the mathematical relation.

Differences for \( E \): Only the transition of an FEHM with dynamic equations is described by \( E \). For an
FEHM without dynamic equations, the transition is defined by $\delta$. For a nonexclusive state FEHM, there will be no inequalities in the dynamic guard $\delta$ because the system can be in more than one state with different membership grades at any time. Therefore, $\delta$ is always true. For the same reason, there will be no inequalities in the invariant set $\Psi$ since we don’t need it to define states. In contrast, for an FEHM with exclusive state, $\delta$ and $\Psi$ are needed. They however cannot be fuzzified owing to the fact that the states are exclusive.

Like an EHM, a run of an FEHM will produce a sequence of states $q_0, q_1, q_2, q_3, q_4, ...$.

An FEHM can have two forms of input, input events $\sigma$ and input variables $u$, and three forms of output, output events $\sigma$, output state vector $q$, and output variables $y$.

From the definition of an FEHM, we can easily prove that the DES, DFES, and continuous variable dynamic system models, traditional or fuzzy (e.g., a Mamdani fuzzy model), are special cases of the FEHM. This is because when there is no dynamic equation in an FEHM, $\delta$ and $\Psi$ are special cases of the FEHM. This system:

$$\text{FEHM} = (Q, \Sigma, \delta, q_0) = FFA.$$  

On the other hand, when there is no event and discrete state in an FEHM, $Q, \Sigma, \delta$, and $q_0$ will cease to exist, and the FEHM will reduce to a continuous variable dynamic system:

$$\text{FEHM} = (d, x_0) = (x(t), y(t), u(t), g(x, u), h(x, u), x_0)$$

Finally, if we restrict the membership grades in the fuzzy state vector to be binary (i.e., 0 or 1), the FEHM will become an EHM.

3.1.2. Computing fuzzy state vectors and state transition matrices

For an exclusive state FEHM, the membership grade of a state, 0 or 1, is directly obtained from the current system status. For instance, if the Pump is "Off" at present, the fuzzy state vector is $q = [1 \ 0]$. For a nonexclusive state FEHM, the membership grade for state, $\mu_i$, is calculated using the state variable $s(t)$ and the fuzzy set $F_i$ pre-defined for state $i$. In FEHM, the value of $s(t)$ can be either a crisp number or a fuzzy number. Loosely speaking, a fuzzy number is just a fuzzy set. Due to the current status of fuzzy theory, a fuzzy number here is necessarily restricted to satisfy the following mild requirements [18]: (1) it is a normal, continuous fuzzy set (i.e., its height must be 1), (2) its support set is bounded, (3) its $\alpha$-cut set is a closed interval, and (4) the support set of the strong $\alpha$-cut set is bounded. These requirements eliminate those fuzzy sets that do not make any practical sense (and hence never used in the literature anyway). Since a crisp number is a special case of a fuzzy number, to be general, we assume the value of $s(t)$ to be fuzzy number $H$. The membership grade of $\mu_i$ is calculated as follows:

$$\mu_i = \sup_{s \in H} \mu_i(s) = \sup_{s \in H} \min(f_i(s), h(s)) (6)$$

where $f_i(s)$ is the membership function of $F_i$, $h(s)$ is the membership function of $H$, $\mu_i(s)$ represents the resulting membership function of $F_i \cap H$ produced by the Zadeh fuzzy set intersection operation $\cap$ (i.e., $\min()$ and $\sup()$ is the operation to select the maximum membership grade for all $s$. To carry out (6), the $\alpha$-cut set approach [12] must be first employed to represent the fuzzy sets and results are:

$$f_i(s) = \max_{s \in [0, 1]} \min(\mu_i(s), h(s))$$

$$h(s) = \max_{s \in [0, 1]} \min(h(s), 1 - \mu_i(s))$$

where $\mu_i(s)$ and $h(s)$ are respectively the $\alpha$-cut sets of $f_i(s)$ and $h(s)$, respectively, and $0 \leq \alpha \leq 1$. The $\alpha$-cuts are intervals (i.e., interval numbers) containing all the values of $s(t)$ whose membership grades are greater than or equal to $\alpha$. Here, $\mu_i^{-1}(\alpha)$ and $h^{-1}(\alpha)$ are respectively the monotonic increasing portion and monotonic decreasing portion of $f_i(s)$ (or $h(s)$). $\alpha \otimes [*] = \min()$ means that the membership grades in $[*]$ are set at the level of $\alpha$.

The calculations in (6) will then be performed as follows. When $f_i(s)$ does not intersect with $h(s)$ (i.e., when $\mu_i(s) < 0$ or $h(s) < 0$), we have $\mu_i(s) = 0$. When $f_i(s)$ and $h(s)$ intersect, the highest membership grade of their intersection is the result for (6). At that point, we have $\mu_i(s) = \min(f_i(s), h(s))$. For better understanding of the above steps, Fig. 2 shows the notations and the outcome of (6) when fuzzy sets of our arbitrary choices are used.
We use (6) to determine $a_{ij}$ in the state transition matrix in a similar fashion. The only difference is that $f_i(x)$ is replaced by $f_i(x)$, which is a pre-defined fuzzy number indicating the vague possibility for the FEHM to transfer from state $i$ to state $j$.

### 3.2. Developing fuzzy elementary hybrid machines when type-2 fuzzy sets are necessary to represent part of knowledge

In some real-world applications, it may be impossible to obtain a fuzzy state vector or a fuzzy event matrix using type-1 fuzzy sets (two-dimensional membership functions) for some state or state transition and hence type-2 fuzzy sets with three-dimensional membership functions (the additional dimension is the membership of membership) must be employed because (1) a domain expert may fail to accurately describe a state or state transition with a single type-1 fuzzy set and may prefer to use a bundle of type-1 fuzzy sets instead, (2) when a group of experts with distinct opinions is involved, they should be not be forced to reach a consensus type-1 fuzzy set just for the sake of ease of the system development, and (3) the initial condition or parameters in the dynamic equations may be best described by a bundle of type-1 fuzzy numbers instead of single one.

In EFHM, letting the type-1 fuzzy number $F_i$ and $H$ in (6) be type-2 fuzzy sets which are denoted as $F_i$ and $H$ (in this paper, we place a ∼ on an upper-case letter to designate a type-2 fuzzy set and to differentiate it from its type-1 counterpart), respectively, we can extend the FEHMs in Section 3.1 to deal with these issues. More specifically, let $F_i$ and $H$ be

\[
F_i = \{(x, y), \psi_F(x, y) | x \in \mathbb{R}, \ y \in \mu_F\},
\]

\[
H = \{(x, y), \psi_H(x, y) | x \in \mathbb{R}, \ y \in \mu_H\},
\]

where $y$ is the primary membership grade of $x$ and $\psi_F$ and $\psi_H$ represent the secondary membership functions of the type-2 fuzzy sets. The relationship between each value of $x$ and $y$ is an internal $\mu_F$ (i.e., primary membership). The union of all the primary membership forms the FOU (footprint of uncertainty) denoted by $\mu_F$. The collections of all the left and right terminal points of the intervals form respectively the upper and lower primary membership functions.

As an example, for $F_i$, the upper membership function $\mu^u_F(x) = \bigcup \mu_F(q)$ and $\mu^l_F(x) = \bigcap \mu_F(q)$. When the type-2 fuzzy sets are utilized, the result of (6) becomes a type-1 fuzzy number, denoted as $F_i$, instead of the numerical number $\mu_F$. The universe of discourse of $F_i$ is the membership grade indicating the possibilities that the system is in state $i$. With this generalization, all the variables and parameters in the FEHM can be represented by type-1 fuzzy numbers, a general form of real numbers. More concretely, $\mu_F$ and $\mu_H$ in $Q$ and $\Sigma$ are replaced by $F_i$ and $H_i$ (type-1 fuzzy number), respectively. Also, all the variables and parameters in $d_q$ are now allowed to be numerical numbers, type-1 fuzzy sets or type-2 fuzzy sets, depending on application.

Accordingly, the operations in Sections 3.1.2 and 3.1.3 need to change to type-1 fuzzy set operations. For $\delta$, the max, min and product operations are replaced respectively by type-1 fuzzy number operations $\max$, $\min$, and $\text{products}$, which are implemented via the $\alpha$-cut operations [18]:

\[
\max(x, y) = \max_{\alpha \in [0, 1]} [\min^{-1}(\alpha), \min^{-1}(\alpha)],
\]

\[
\min(x, y) = \min_{\alpha \in [0, 1]} [\max^{-1}(\alpha), \max^{-1}(\alpha)],
\]

\[
\text{products}(x, y) = \text{products}_{\alpha \in [0, 1]} [\max^{-1}(\alpha), \max^{-1}(\alpha)].
\]
\[
\max \sigma \otimes \left[ \mu_t^{-1}(\sigma), \pi_r^{-1}(\sigma) \right] = \max \sigma \otimes \left[ \mu_t^{-1}(\sigma) \times \mu_s^{-1}(\sigma) \right] = \max \sigma \otimes \left[ \mu_t^{-1}(\sigma) \times \pi_r^{-1}(\sigma) \right]
\]

where the lower terminal points \( \mu_t^{-1} \) and \( \mu_s^{-1} \) and the upper terminal points, \( \pi_r^{-1} \) and \( \pi_r^{-1} \), are calculated respectively from the inverse functions of \( \mu_t \), \( \mu_s \), \( \pi_r \), and \( \pi_r \), which are the monotonic increasing parts (for \( \mu_t \) and \( \mu_s \)) and monotonic decreasing parts (for \( \pi_r \) and \( \pi_r \)) of the membership functions of \( V_t \) and \( A_r \), respectively.

Equation (6) is changed to become the following:

\[
V_t = \left\{ y : \mu_t(y) = \mu_t \left( \mu_t^{-1}(y) \right) \right\} \forall y \in \sup \left( \mu_t \right)
\]

where \( \mu_t \) is the membership function of \( V_t \).

The sup() operation on \( \mu_{i:j}^{FEM} \) results in an internal \( \max \left( \mu_{i:j}^{FEM} \right) \), whereas the other sup() is to find the maximum secondary membership grades of all the \( \sigma \) states of the \( n \) FEMs, that is:

\[
W_{i:j}^{FEM} = \min \left( \mu_{i:j}^{FEM} \right) \forall \sigma \in \left\{ 1, 2, \ldots, n \right\}
\]

The grade of \( \sigma \) in \( FEM \) is \( \min \left( \mu_{i:j}^{FEM} \right) \) and \( \sigma \) is not an event in \( FEM \) if \( j = v \).

\[
a_{i:(k,l)} = \begin{cases} 
\min(\mu_{i:j}^{FEM}), & \text{if } \sigma \text{ is an event in both } FEM_k \text{ and } FEM_l \\
\mu_{i:j}^{FEM}, & \text{if } \sigma \text{ is not an event in } FEM_k \text{ and } j = v \\
0, & \text{otherwise}
\end{cases}
\]

and for the \( FEM \) involving type-2 fuzzy sets

\[
a_{i:(k,l)} = \begin{cases} 
\min(\mu_{i:j}^{FEM}), & \text{if } \sigma \text{ is an event in both } FEM_k \text{ and } FEM_l \\
\mu_{i:j}^{FEM}, & \text{if } \sigma \text{ is not an event in } FEM_k \text{ and } j = v \\
0, & \text{otherwise}
\end{cases}
\]

where \( y_{v_1} \) and \( y_{v_2} \) are the primary membership of \( F_v \) and \( F_r \), respectively. The primary membership grade of \( \sigma \) is \( \min \left( \psi_{v_1}, \psi_{v_2} \right) \) and the secondary membership grade is \( \min \left( \psi_{v_1}, \psi_{v_2} \right) \).

3.3. Parallel composition of fuzzy elementary hybrid machines to form a fuzzy composite hybrid machine

An FCHM can be synthesized by parallel composition of more than one simpler FEM:

\[
FCHM = FEHM_1 || FEHM_2 || \ldots || FEHM_n
\]

where \( n \) is the number of (simpler) FEMs and the symbol \( \| \) represents a parallel composition operation that we will develop now on the basis of the FDES parallel composition [21] Assuming that the \( i \)-th FEM has \( N_i \) states, we define the composite state set as \( Q = Q_1 \times Q_2 \times \ldots \times Q_n \) represented by the composing fuzzy state vector with \( N_1 \times N_2 \times \ldots \times N_n \) elements (i.e., composite states) in it. The membership grade for a composite state is the minimum of the membership grades of all the \( n \) states of the \( n \) FEMs, that is:

\[
W_{i:j}^{FEM} = \min(\mu_{i:j}^{FEM}) \forall \sigma \in \left\{ 1, 2, \ldots, n \right\}
\]

where \( \mu_{i:j}^{FEM} \) is the membership function of \( V_{i:j} \) in \( FEM \). If \( \min(\psi_{v_1}, \psi_{v_2}) \) generates more than one value for the same value of \( y \), the largest value will be selected as the result by the sup() operation.
equations can be defined as an identity matrix. Thus, our parallel composition method can handle composition of FEHMs with or without dynamic system components.

We define the composite dynamic system set $D$ as:

$$D = \{d_q = (x_q, y_q, u_q, g_q, h_q) : q \in Q^1 \times Q^2 \times \ldots \times Q^n \}$$

$$x_q = g_q(x_q, u_q)$$

$$y_q = h_q(x_q, u_q)$$

where

$$x_q = [x^1_q, x^2_q, \ldots, x^n_q],$$

$$u_q = [u^1_q, u^2_q, \ldots, u^n_q],$$

$$y_q = [y^1_q, y^2_q, \ldots, y^n_q].$$

$$g_q = \begin{bmatrix}
    g^1_{q_1} & 0 & 0 \\
    0 & \ddots & 0 \\
    0 & 0 & g^1_{q_n}
\end{bmatrix},
$$

$$h_q = \begin{bmatrix}
    h^1_{q_1} & 0 & 0 \\
    0 & \ddots & 0 \\
    0 & 0 & h^1_{q_n}
\end{bmatrix}.$$  

The notations of all the components of $d_q$ are the same as those for a single FEHM, and their meanings are similar. Except for $s$, the subscript $q_i$, and superscript $i$, indicate that the element corresponds to the $i$-th fuzzy state vector of the $i$-th FEHM.

Parallel composition of two exclusive state FEHMs will yield an exclusive state FCHM whose composite states’ membership grades will be 0 or 1. Composition of two nonexclusive state FEHMs will produce a nonexclusive state FCHM with the membership grades being between 0 and 1. Parallel composition of an exclusive state FEHM and a nonexclusive state FEHM will lead to a mixed type of FCHM whose membership grades are in $[0, 1]$. Note that in this case, the composite states corresponding to the states from the exclusive-state FEHM whose membership grades are 0 will have 0 membership grade indicating that the likelihood of this composite state is 0. For an FEHM without dynamic equations, there will be no $D$. Therefore, we do not need to count it in when carrying out the parallel composition operation. In summary, the parallel composition of two FEHMs will result in an FCHM that either belongs to one of the four types associated with the FEHMs or one of the two new types - mixture of exclusive and nonexclusive states with dynamic equations and mixture of exclusive and nonexclusive states without dynamic equations. These six types cover common fuzzy hybrid systems encountered in real-world applications.

4. An illustrative example – modeling the water tank system as a fuzzy hybrid system

For the complete two-tank system shown in Fig. 1, suppose that one’s goal is to maintain the water level in each tank at the pre-specified level by turning on and off the two valves and two pumps intermittently and in turn. At any moment, only one valve and one pump can stay on and they must not belong to the same tank. This is a classical hybrid system that has been studied under the following conditions [16]: (1) the water levels, pump flow rates, and valve flow rates are all precisely known through measurement all the time, (2) the dynamic equations and their parameter values are explicitly known, and (3) the target water levels are precisely given. Our objective for the example is significantly more challenging - how to still attain the control goal when none of the conditions holds. More specifically, we suppose that (1) the water levels and the four flow rates can only be estimated through human observation without using any measurement instrument, (2) the dynamic equations are fuzzy differential equations with their variables and parameters being type-1 fuzzy numbers, and (3) the target water levels are described by type-1 fuzzy numbers. These kinds of scenarios are not hypothetical; rather they represent practical obstacles often encountered in complex real-world applications (e.g., costs or hardware restrictions). With the new assumptions, the system becomes a fuzzy hybrid system.

4.1. The fuzzy hybrid machine model

There are total six FEHMs – two for Pumps, two for Tanks and two for Valves, where the Pumps and the Valves are exclusive state FEHMs with dynamic equations and the Tanks are nonexclusive state FEHMs with dynamic equations. All of them can be modeled using (5). For Pump1 and Pump2, \(Q^1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}\), \(Q^2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}\), \(Q^3 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}\), \(Q^4 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}\), \(Q^5 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}\), \(Q^6 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}\), where \(\sigma^1 = \sigma^2 = 0\), \(\sigma^3 = 1\), \(\sigma^4 = 1\), \(\sigma^5 = 1\), \(\sigma^6 = 1\).
where events $\sigma^1$ and $\sigma^2$ are “pump1 On” and “pump1 Off”, respectively. $\Gamma_1$ is the 2 by 2 identical matrix. Likewise, $\Sigma_1 = \{\sigma^3\} = \{\sigma_1\} = I_{2 \times 2}$ where the events are “pump2 On” and “pump2 Off”. $\delta$ is not needed since all the six FEHMs are with dynamic equations $D$ and transitions $E$. $D^3 = \{d_{1i}^3 : I_{N_3} = 0, d_{2i}^3 : I_{N_3} = \Gamma_3\}$, $D^2 = \{d_{1i}^2 : I_{N_2} = 0, d_{2i}^2 : I_{N_2} = \Gamma_2\}$. We use $I_{N_1}$ and $I_{N_2}$, instead of $i_1$ and $i_2$, to signify they are now type-1 fuzzy variables. $\Gamma_1$ and $\Gamma_2$ are constant pump flow rates characterized by type-1 fuzzy numbers. $\Gamma_1 = \{\gamma_1^1 : \{\gamma_{11}^1, \gamma_{12}^1\}, \gamma_2^1 = \{\gamma_{21}^1, \gamma_{22}^1\}\}$, $\gamma_{11}^1 , \gamma_{12}^1 \in \mathbb{R}$. $\gamma_{21}^1 , \gamma_{22}^1 \in \mathbb{R}$. $N_1$ and $N_2$ are “pump2 $\rightarrow$ pump1”, respectively.

In the second scenario, the state membership grade is a fuzzy number, instead of a numerical number, leading to $Q^3 = \{q_{1i}^3 = \{q_{1i}^{31}, q_{1i}^{32}\} \text{ and } Q^6 = \{q_{4i}^6 = \{q_{4i}^{61}, q_{4i}^{62}\}\}$ where $\gamma_{1i}^3$ and $\gamma_{6i}^6$ are type-1 fuzzy numbers. The set of all the input events and output events is

$$\sum \{\sigma_{i1}^1 \in \sum \sum i_s \in [1, 2, 3, 4]\}$$

$$\sum \{\sigma_{i1}^6 \in \sum \sum i_s \in [1, 2, 3, 4]\}$$

The continuous dynamics (see (4)) are now represented by fuzzy differential equations:

$$D^3 = \{d_{1i}^3 \in X_1 = I_{N_1} - OUT_1\}$$
$$D^2 = \{d_{1i}^2 \in X_2 = I_{N_2} - OUT_2\}$$

where $\gamma_{1i}^3$, $\gamma_{2i}^6$, $\gamma_{4i}^3$, and $\gamma_{6i}^6$ are type-1 fuzzy variables as indicated by the upper-case letters. The state transitions are

$$E^3 = \{e_{1i}^3 : \gamma_{1i}^3, \sigma_{i1}^1 \rightarrow \gamma_{1i}^{31}\}$$
$$E^6 = \{e_{1i}^6 : \gamma_{2i}^6, \sigma_{i1}^1 \rightarrow \gamma_{2i}^{61}\}$$

where $\gamma_{1i}^3, \gamma_{2i}^6, \gamma_{3i}^6, \gamma_{4i}^3, \gamma_{6i}^6 \in \mathbb{R}$. $\gamma_{1i}^3, \gamma_{2i}^6, \gamma_{3i}^6, \gamma_{4i}^3, \gamma_{6i}^6 \in \mathbb{R}$.

For Tank1 and Tank2, we consider two scenarios for the fuzzy state vectors. In the first scenario, a type-1 fuzzy set is employed to characterize state membership grade (see Section 3.1). Therefore, $Q^3 = \{q_{1i}^3 = [\mu_{\gamma_{1i}^3}]\}$, $Q^6 = \{q_{4i}^6 = [\mu_{\gamma_{4i}^6}]\}$ where $\gamma_{1i}^3$ and $\gamma_{6i}^6$ are non-negative integers, $i_1, i_2 \in [1, 2, 3]$, and $\mu_{\gamma_{1i}^3}, \mu_{\gamma_{6i}^6} \in [0, 1]$. Each state vector contains three states linguistically labeled as High, Medium and Low denoted by $F_1$, $F_2$ and $F_3$. respectively.
Fig. 3. Matlab® simulation results for the water tank fuzzy hybrid system: (a) Tank1 and (b) Tank2 when all the variables and parameters are type-1 fuzzy numbers and the pre-defined fuzzy sets in (6) are interval type-2 fuzzy sets. The solid curves in the shadows indicate the defuzzified water levels.

For $g$, we have $2^4 = 16$ possibilities. For instance, the combination of pump1 is "On", pump2 is "Off", valve1 is "On" and valve2 is "Off" is one of the 16. $g_{41}$ is a $6 \times 6$ matrix with all the elements being 0 except for the one corresponding to the 5th row and 5th column being $G_1 - G_1$. As for $h$, $h_{40} = \begin{bmatrix} X_1 & 0 \\ 0 & X_2 \end{bmatrix}$.

4.2. Behavior of the fuzzy hybrid machine model

To examine the behavior of the model, we introduce a simple control scheme: when the water level in Tank1 is higher than $\xi_1$, Pump1 will be turned "On" and Valve1 will be turned "Off" to decrease the water level. At the same time Pump2 will be switched "On" and Valve2 will be switched "Off" to increase the water level in Tank2. Likewise, when the water level in Tank2 is more than $\xi_2$, Pump1 will be "On", Valve1 will be "Off", Pump2 will be "Off" and Valve2 will be "On". $\xi_1$ and $\xi_2$ are the crisp numbers representing the defuzzified values of the type-1 fuzzy numbers describing the unaided human observations of the water levels.

Based on [4] along with the use of the $\alpha$-cut set method, we were able to solve the fuzzy differential equations and produced a closed-form solution by using symmetric fuzzy numbers and the centroid defuzzifier. The derivation was lengthy and the solution was messy. They were hence not included here due to constraint of the space.

We developed a MATLAB program to simulate the behavior of the FHM model. Fig. 3 shows the simulation result under the following conditions: (1) the tank water level is limited to $[0, 10]$ and $\xi_1 = \xi_2 = 9.5$ m; (2) the tank system parameters are symmetrical triangular fuzzy numbers, type-1 and interval type-2, as defined in Table 1, and (3) the centroid defuzzifier is employed. The water levels as well as the primary membership functions of the type-2 fuzzy sets describing the fuzzy states are shown in the same figure. One observes that at any instance of time, the exact water levels are unknown, but their ranges and fuzzy states can be precisely determined, demonstrating the power and practical utility of the proposed FHM modeling methodology, which is unachievable by the traditional crisp hybrid machine approach.

Table 1: The type-1 fuzzy numbers and the upper and lower primary membership functions of the interval type-2 fuzzy numbers used in the simulation study are assumed to be the following symmetrical triangular function: $\mu(x) = 0$ when $x < a$ or $x > c$; $\mu(x) = \frac{x - a}{b - a}$ when $a \leq x \leq c$. The parameter values are given in the table.

<table>
<thead>
<tr>
<th>Fuzzy number</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_1$</td>
<td>0.49</td>
<td>0.5</td>
<td>0.51</td>
</tr>
<tr>
<td>$\Gamma_2$</td>
<td>0.39</td>
<td>0.4</td>
<td>0.41</td>
</tr>
<tr>
<td>$\Delta_1$</td>
<td>0.59</td>
<td>0.6</td>
<td>0.61</td>
</tr>
<tr>
<td>$\Delta_2$</td>
<td>0.49</td>
<td>0.5</td>
<td>0.51</td>
</tr>
<tr>
<td>$\mu_{\tilde{F}_1}$</td>
<td>3.5</td>
<td>4</td>
<td>4.5</td>
</tr>
<tr>
<td>$\mu_{\tilde{F}_2}$</td>
<td>5.5</td>
<td>6</td>
<td>6.5</td>
</tr>
<tr>
<td>$\mu_{\tilde{F}_3}$</td>
<td>4.5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$\mu_{\tilde{F}_4}$</td>
<td>5.5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$\mu_{\tilde{F}_5}$</td>
<td>0</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>$\mu_{\tilde{F}_6}$</td>
<td>0.5</td>
<td>5</td>
<td>9.5</td>
</tr>
<tr>
<td>$\mu_{\tilde{F}_7}$</td>
<td>0</td>
<td>0</td>
<td>5.5</td>
</tr>
<tr>
<td>$\mu_{\tilde{F}_8}$</td>
<td>0</td>
<td>0</td>
<td>4.5</td>
</tr>
</tbody>
</table>
5. Conclusion

We have proposed a theoretical framework for modeling the fuzzy hybrid systems, thus generalizing the framework of the crisp hybrid machines to that of the fuzzy hybrid machines. The new framework contains the crisp hybrid systems, the DES, and the FDES as special cases. Not only can the new framework handle DES with fuzzy states and fuzzy transitions but also continuous variable systems whose internal mathematical structures are explicitly unavailable (e.g., fuzzy systems and neural networks) or the state variables are fuzzy (e.g., fuzzy differential equations). An α-cut set-based method has been developed to calculate the fuzzy state vector in the fuzzy hybrid machine. We have also extended the parallel composition method for the crisp hybrid machines to the fuzzy hybrid machines. As an illustrative example, a two-water-tank system is modeled in detail using the new theory and the model behavior is examined in computer simulation.

The new framework makes it possible to systematically investigate the behavior of a fuzzy hybrid system theoretically or in computer simulation and design a safe or optimal control scheme for it. In a sense, its role is the same as that played by the state space model in the linear dynamical system theory or the role of the discrete event automata in the DES theory. A logic next step is to explore control design, system controllability or observability for a class of (simple) fuzzy hybrid systems. These theoretical and practical structures are explicitly unavailable (e.g., fuzzy systems and neural networks) or the state variables are fuzzy (e.g., fuzzy differential equations). An α-cut set-based method has been developed to calculate the fuzzy state vector in the fuzzy hybrid machine. We have also extended the parallel composition method for the crisp hybrid machines to the fuzzy hybrid machines. As an illustrative example, a two-water-tank system is modeled in detail using the new theory and the model behavior is examined in computer simulation.
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