General Takagi–Sugeno fuzzy systems with simplified linear rule consequent are universal controllers, models and filters
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Abstract

Takagi–Sugeno (TS) fuzzy systems have successfully been employed, mainly in a trial-and-error manner, to solve many control and modeling problems; but their applications as signal filters remain to be fully explored. Compared to their nonfuzzy counterparts, TS fuzzy controllers and models are difficult to be efficiently constructed because there is a large number of design parameters in the rule consequent. The number grows dramatically with the increase of the number of input fuzzy sets and input variables. Furthermore, there exists little published result on relationship between TS fuzzy controllers/models/filters and their nonfuzzy counterparts. In this paper, we investigate, in relation to some popular nonfuzzy controllers, models and filters, analytical structure of a general class of multi-input single-output (MISO) TS fuzzy systems that use arbitrary fuzzy rules with our recently introduced simplified linear rule consequent. Other components of the fuzzy systems in this study are general: arbitrary continuous input fuzzy sets, any type of fuzzy logic AND and the generalized defuzzifier containing the widely used centroid defuzzifier as a special case. We prove that the general MISO TS fuzzy systems are: (1) nonlinear variable gain controllers when implemented as controllers, or (2) nonlinear time-varying auto-regressive with the extra input (ARX) models when implemented as models, or (3) nonlinear infinite impulse response (IIR) or finite impulse response (FIR) filters when implemented as filters. Furthermore, we constructively prove that the general TS fuzzy systems with the simplified linear rule consequent are universal approximators and can approximate any continuous function in closed do-
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main arbitrarily well. The practical implication of these results is that these fuzzy systems, with much less design parameters, are always able to produce solutions to various control, modeling and filtering problems. We also establish sufficient conditions that can be used to calculate the number of input fuzzy sets and rules needed for achieving prespecified approximation accuracy. © 1998 Elsevier Science Inc. All rights reserved.

1. Introduction

The main difference between Mamdani fuzzy systems and Takagi–Sugeno (TS) fuzzy systems lies in the consequent of the fuzzy rules: the former uses fuzzy sets whereas the latter employs (linear) functions of input variable [17]. Both types of fuzzy systems have been used, mainly in a trial-and-error fashion, as effective tools to solve various practical problems mainly in the fields of control and modeling. Their applications as signal filters, nevertheless, remain to be fully explored. At present, there exists little result in the literature on relationship between TS fuzzy controllers/models/filters and their nonfuzzy counterparts.

Regardless of the nature of the applications, from mathematics standpoint, fuzzy systems produce function mapping between system input and system output. As such, the issue of fuzzy systems as universal approximators is important and has become an intensive research subject in the past few years. Most of the existing results in the literature are for Mamdani fuzzy systems (e.g., [1, 4, 5, 8–11, 16, 18, 19, 26]). Some of these results are obtained by using the Stone–Weierstrass theorem, and they are existence results on some particular configurations of Mamdani fuzzy systems. We have investigated necessary as well as sufficient conditions for the general Mamdani fuzzy systems as universal approximators [6, 20, 21]. In [26], approximation accuracy analysis is conducted for some Mamdani fuzzy systems.

Studying approximation capability of TS fuzzy systems is equally important. At present, no result is available in the literature for typical TS fuzzy systems. By “typical”, we mean those TS fuzzy systems that have been widely used in practice and studied in theory, which use linear rule consequent and the centroid defuzzifier, as originally proposed by Takagi and Sugeno [17]. We have recently proved that the general typical TS fuzzy systems are universal approximators [22]. The existence result in [3] is interesting but is derived for an uncommon two-input one-output TS fuzzy system that uses a defuzzifier without denominator and rule consequent must be (high order) polynomials of input variables.

Virtually all the practical TS fuzzy systems use linear functions in rule consequent, which is critical to their practicality and usefulness. This is because when nonlinear rule consequent are used, properly choosing the structure and parameters of the rule consequent becomes extremely difficult, if not impossible. Furthermore, compared with the well-established polynomial approximators in traditional mathematics, fuzzy systems using nonlinear rule
consequent, such as high order polynomial or nonlinear functions, are greatly disadvantageous in terms of complexity and practical usefulness. For these reasons, in this paper we will concentrate on TS fuzzy systems employing linear rule consequent only. Developing approximation theory for a TS fuzzy system with linear rule consequent is technically more difficult and challenging than for the same TS fuzzy system but with nonlinear rule consequent due to the restriction on the linearity of the rule consequent.

Apart from the issue of universal approximators, compared with Mamdani fuzzy systems, designing TS fuzzy systems is (much) more difficult. This is because there is a large number of design parameters in the rule consequent. To make the matter worse, selecting and tuning of these parameters have to be done in a blind trial-and-error fashion with little intuition or analytical basis. Fuzzy systems with learning capability, achieved by using neural networks, have been proposed in the literature to learn the values of the parameters on-line or off-line. This approach however is impractical and ineffective even when the number of the parameters is moderately large. Other drawbacks of this approach include the requirement of large training data sets as well as training time.

To significantly reduce the number of design parameters in rule consequent yet still retain the advantage and spirit of the TS rule scheme, we recently proposed a simplified TS rule scheme [23,24]. The linear version of the simplified rule scheme requires that all the rule consequent use linear functions and the rule consequent be proportional to one another. The rule proportionality is the novelty and useful key of our new scheme. We will show these points in detail later in this paper.

In the present paper, we will first establish a relationship between the analytical structure of a general class of multi-input single-output (MISO) TS fuzzy systems that use our simplified linear TS rule consequent and the structures of some popular nonfuzzy controllers, models and filters. We will then constructively prove that these general TS fuzzy systems are universal approximators. Finally, we will establish some sufficient conditions that can be used to calculate the number of input fuzzy sets and fuzzy rules needed for achieving pre-specified approximation accuracy. The practical implication of these results is that these TS fuzzy systems, though with much less design parameters, are always capable of producing solutions to various control, modeling and filtering problems.

2. General MISO fuzzy systems with simplified linear TS rule consequent

2.1. Configuration of the general TS fuzzy systems

The general TS fuzzy systems in this investigation use \( r \) continuous-time or discrete-time input variables, which are represented by a vector
\[ x(t) \overset{\text{def}}{=} (x_1(t), x_2(t), \ldots, x_r(t)), \]

where \( t \) is the time. For notational simplicity, we use \( x \) and \( x_i \) instead of \( x(t) \) and \( x_i(t) \) in the rest of this paper. Without loss of generality, we suppose that

\[ 0 \leq x_i \leq 1, \quad i = 1, 2, \ldots, r. \]

For \( x_i \), we partition \([0,1]\) into \( n_i (n_i \geq 1) \) equal intervals, each of which is \([k/n_i, (k+1)/n_i] \) where \( k = 0, 1, \ldots, n_i - 1 \). Over these intervals, we define \( n_i + 1 \) input fuzzy sets, one for each interval. Each of the fuzzy sets is denoted by \( A_{i,j} (j = 0, 1, \ldots, n_i) \) whose membership function \( \mu_{A_{i,j}} \) can be any continuous function. For \( i_1 \neq i_2 \) and \( j_1 \neq j_2 \), \( \mu_{A_{i_1,j_1}} \) and \( \mu_{A_{i_2,j_2}} \) may be chosen different.

To cover all the possible combinations of \( A_{i,j} \)'s, which is

\[ \Omega \overset{\text{def}}{=} \prod_{i=1}^{r} (n_i + 1), \]

\( \Omega \) fuzzy rules are used. In the present paper, we do not use the original TS rule consequent, a representative of which is [17]:

**Rule \#m**

**IF** \( x_1 \) is \( A_{1,p_{1,m}} \) AND \( x_2 \) is \( A_{2,p_{2,m}} \) AND \ldots AND \( x_r \) is \( A_{r,p_{r,m}} \)

**THEN** \( F_\Omega(x) = a_{0,m}x_0 + a_{1,m}x_1 + a_{2,m}x_2 + \cdots + a_{r,m}x_r. \) (1)

Here, we use a dummy variable \( x_0 \) and let \( x_0 \equiv 1 \) to simplify the mathematical representation of the rule consequent later. \( F_\Omega(x) \) is the output of the fuzzy systems. We use the subscripts \( \Omega \) to indicate the parameterization of the systems output by \( n_i \). The subscripts \( p_{i,m} \)'s are integers \((0 \leq p_{i,m} \leq n_i)\) and \( a_{i,m} \)'s are \( r + 1 \) design parameters which can be any values chosen by the system developer. The power of TS fuzzy systems lies in the flexibility of choosing the values of these design parameters. However, this flexibility comes with a severe tradeoff: too many parameters need to be selected/tuned. Specifically, for \( \Omega \) rules, up to \( \kappa \overset{\text{def}}{=} (r + 1)\Omega \) different parameters are required and \( \kappa \) grows very quickly with the increase of \( r \) and/or \( \Omega \) (i.e., \( n_i \)). To illustrate this problem more concretely, let us assume a rather simple TS fuzzy system with only three input variables and each of them is fuzzified by merely two input fuzzy sets (i.e., \( r = 3, n_1 = n_2 = n_3 = 1 \)). Then, \( \kappa = 32 \). If we keep \( r = 3 \) but let \( n_1 = n_2 = n_3 = 2 \), \( \kappa \) increases dramatically to 108! Any fuzzy system using too many tunable parameters is practically useless no matter how flexible it is in theory. This shortcoming of the original TS rule scheme becomes especially apparent when the TS fuzzy systems are implemented as controllers because time has proved that the PID controller, which has only three design parameters to tune, can effectively control most industrial processes with satisfactory performance. The same can be said of the TS fuzzy systems implemented as models since traditional models, such as the auto-regressive moving-average (ARMA) model, are not only effective but also only involve a small number of design parameters.

We recently proposed a simplified TS rule scheme, which uses far less parameters in rule consequent. The linear version of the scheme is as follows [23,24]:
Rule \#1

\[
\text{IF } x_1 \text{ is } A_{1,p_1,1} \text{ AND } x_2 \text{ is } A_{2,p_2,1} \text{ AND } \cdots \text{ AND } x_r \text{ is } A_{r,p_r,1} \\
\text{THEN } F_{\Omega}(x) = k_1(a_0x_0 + a_1x_1 + a_2x_2 + \cdots + a_rx_r).
\]

\vdots

Rule \#m

\[
\text{IF } x_1 \text{ is } A_{1,p_1,m} \text{ AND } x_2 \text{ is } A_{2,p_2,m} \text{ AND } \cdots \text{ AND } x_r \text{ is } A_{r,p_r,m} \\
\text{THEN } F_{\Omega}(x) = k_m(a_0x_0 + a_1x_1 + a_2x_2 + \cdots + a_rx_r).
\]

\vdots

In our simplified linear TS rule scheme, all the rule consequent still use linear functions but rule consequent are required to be proportional to one another. The rule proportionality is the novelty and usefulness of our scheme \([23,24]\).

The relationship between the parameters in the original linear TS rule consequent (1) and that in the simplified linear TS rule consequent (2) is \(a_{im} = k_ma_i\). Hence, the simplified rule consequent may be regarded as a special kind of the original TS rule consequent.

For \(\Omega\) rules, the simplified rule consequent have up to \(\hat{\lambda} \overset{\text{def}}{=} r + 1 + \Omega\) different design parameters. The parameter reduction rate of the simplified TS rule scheme over the original TS rule scheme is

\[
\eta \overset{\text{def}}{=} \frac{\kappa - \hat{\lambda}}{\hat{\lambda}} = \frac{r(\Omega - 1) - 1}{r + 1 + \Omega}.
\]

Obviously, the reduction rate increases quickly with the increase of \(r\) and/or \(\Omega\) (i.e., \(n_i\)). Note that when at least one of \(n_i\)'s is large, \(\Omega\) is large, and to the limit,

\[
\lim_{n_i \to \infty} \eta = r, \quad 1 \leq i \leq r
\]

meaning the simplified scheme can reduce the number of design parameters in rule consequent by a factor close to \(r\) when at least one of the input variables is fuzzified by a large number of input fuzzy sets. For a better illustration of the significance of the parameter reduction, we calculate and tabulate in Table 1 \(\eta\) for different combinations of \(r\) and \(\Omega\), assuming \(n_1 = \cdots = n_r\).

<table>
<thead>
<tr>
<th>Reduction rate (\eta) (%)</th>
<th>Number of input fuzzy sets for each input variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of input variable</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>71</td>
</tr>
<tr>
<td>3</td>
<td>167</td>
</tr>
<tr>
<td>4</td>
<td>281</td>
</tr>
</tbody>
</table>

Table 1
Parameter reduction rate of our simplified linear TS rule consequent over the original linear TS rule consequent.
We now introduce the following notations to describe our simplified rule consequent in a more mathematically concise fashion:

\[ k_m = f(p_{1,m}, \ldots, p_{r,m}) \stackrel{\text{def}}{=} f(p_m) \quad \text{and} \quad p_m \stackrel{\text{def}}{=} (p_{1,m}, \ldots, p_{r,m}), \]

where \( f \) can be any function. Then, the above simplified linear TS rule \( \#m \) becomes:

IF \( x_1 \) is \( A_{1,p_{1,m}} \) AND \( x_2 \) is \( A_{2,p_{2,m}} \) AND \( \ldots \) AND \( x_r \) is \( A_{r,p_{r,m}} \)

THEN \( F_{\Omega}(x) = f(p_m) \sum_{i=0}^{r} a_i x_i. \)

We point out that our simplified TS rule scheme is not restrictive as \( f \) can be any function.

To evaluate the ANDs in the rule, any type of fuzzy logic AND [12,13] may be used and a mixture of different types of ANDs (e.g., Zadeh AND and product AND) may be used. We use the symbol \( \otimes \) to represent any type of fuzzy logic ANDs used in the rule. After the fuzzy AND calculations, the membership

\[ \mu_m = \mu_{A_{1,p_{1,m}}} \otimes \mu_{A_{2,p_{2,m}}} \otimes \cdots \otimes \mu_{A_{r,p_{r,m}}} \]

is assigned to \( F_{\Omega}(x) \) in the consequent of Rule \( \#m \).

Finally, the generalized defuzzifier [7] is used to calculate the output of the fuzzy systems, which is

\[ F_{\Omega}(x) = \frac{\sum_{m=1}^{\Omega} \left( \mu_m^2 f(p_m) \sum_{i=0}^{r} a_i x_i \right)}{\sum_{m=1}^{\Omega} \mu_m^2} = \frac{\sum_{m=1}^{\Omega} \mu_m^2 f(p_m) \sum_{i=0}^{r} a_i x_i}{\sum_{m=1}^{\Omega} \mu_m^2} \quad (3) \]

Different defuzzification results can be obtained by using different \( x \) values, where \( 0 \leq x < +\infty \). The popular centroid defuzzification method is a special case of this generalized defuzzification method when \( x = 1 \), and the mean of maximum defuzzification method is another when \( x = \infty \).

Note that except the simplified linear TS rule consequent, the components of the fuzzy systems described above are general, typical and widely used. The simplified linear TS rules are not restrictive because rule proportionality between any of two rules is arbitrary and can be selected by the system developer at will.

2.2. The general MISO fuzzy systems with the simplified linear TS rule consequent as controllers, models and filters

The general MISO fuzzy systems with the simplified linear TS rule consequent become general fuzzy controllers if \( x \) consists of state variables of a process to be controlled (e.g., error of process output and rate change of error of process output). \( F_{\Omega}(x) \) then represents output of the fuzzy controllers. Now we
reveal the relationship between these fuzzy controllers and some popular non-fuzzy controllers, such as the PID controller. We express (3) in the following form:

$$F_{\Omega}(x) = \sum_{i=0}^{r} b_i(x) x_i$$  \hspace{1cm} (4)$$

where

$$b_i(x) = \frac{a_i \sum_{m=1}^{Q} \mu_{m}^2 f(p_m)}{\sum_{m=1}^{Q} \mu_{m}^2}.$$ 

According to (4), the general fuzzy systems, when implemented as fuzzy controllers, are actually nonlinear time-varying controllers in the context of non-fuzzy controllers. The gain is $b_i(x)$ for state variable $x_i$. If error, rate change of error and rate change of error rate of process output are used as state variables, we obtain, from (4), nonlinear PID controllers with variable gains changing during control time, with the values of these state variables. The reader is referred to [23,24] for the detail analytical analysis of such TS fuzzy controllers where we show a number of practically and theoretically desirable control characteristics and properties.

The general TS fuzzy systems with the simplified linear rule consequent can also be implemented as general fuzzy models. To do so, different input variables need to be employed. Subsequently, simplified linear TS rule $\#m$ should be

IF $y(n)$ is $C_{0,p_{0,m}}$ AND $y(n-1)$ is $C_{1,p_{1,m}}$ AND $\cdots$

AND $y(n-n_a)$ is $C_{n_a,p_{n_a,m}}$

AND $u(n)$ is $D_{0,s_{0,m}}$ AND $u(n-1)$ is $D_{1,s_{1,m}}$ AND $\cdots$

AND $u(n-n_b)$ is $D_{n_b,s_{n_b,m}}$

THEN $y(n+1) = f(q_m) \left[ \sum_{i=0}^{n_a} \alpha_i y(n-i) + \sum_{j=0}^{n_b} \beta_j u(n-j) \right]$,  \hspace{1cm} (5)$$

where

$$q_m \overset{\text{def}}{=} (p_{0,m}, \ldots, p_{n_a,m}, s_{0,m}, \ldots, s_{n_b,m}).$$

Here, $y(n-i)$ is the model output at time $n-i$ and $u(n-j)$ the model input at time $n-j$. $Y(n-i)$ and $u(n-j)$ are state variables and there are totally $n_a + n_b + 2$ of them. In the rule, $C_{i,p_{i,m}}$ and $D_{i,s_{i,m}}$ are input fuzzy sets whose definitions are the same as that of $A_{k,p_{k,m}}$ that was given earlier, and $\alpha_i$ and $\beta_j$ are $n_a + n_b + 2$ design parameters.

Now we reveal the link between these general fuzzy models and some popular nonfuzzy models. On the basis of (3) and (5), the general fuzzy models can be expressed as
\[
y(n + 1) = \frac{\sum_{m=1}^{\Omega} \mu_m^\alpha f(q_m) \left( \sum_{i=0}^{n_a} \alpha_i v(n - i) + \sum_{j=0}^{n_b} \beta_j u(n - j) \right)}{\sum_{m=1}^{\Omega} \mu_m^\alpha},
\]
\[
= \sum_{i=0}^{n_a} \lambda_i(z) v(n - i) + \sum_{j=0}^{n_b} \tau_j(z) u(n - j)
\]  
(6)

where
\[
\lambda_i(z) = \frac{\alpha_i \sum_{m=1}^{\Omega} \mu_m^\alpha f(q_m)}{\sum_{m=1}^{\Omega} \mu_m^\alpha}, \quad \tau_j(z) = \frac{\beta_j \sum_{m=1}^{\Omega} \mu_m^\alpha f(q_m)}{\sum_{m=1}^{\Omega} \mu_m^\alpha},
\]
\[
z \overset{\text{def}}{=} (y(n), y(n - 1), \ldots, y(n - n_a), u(n), u(n - 1), \ldots, u(n - n_b)).
\]

Recall that the linear time-invariant auto-regressive with the extra input (ARX) dynamic model is [14]
\[
y(n + 1) + \sum_{i=0}^{n_a} c_i v(n - i) = \sum_{j=0}^{n_b} d_j u(n - j) + e(n + 1),
\]  
(7)

where \(c_i\) and \(d_j\) are constant parameters and \(e(n + 1)\) represents random error.

Comparing (6) with (7), one sees that when implemented as general fuzzy models, the general fuzzy systems with the simplified linear TS rule consequent are actually nonlinear time-varying ARX dynamic models in the context of classical modeling.

Finally, we show that the general TS fuzzy systems can also be employed as digital signal filters. Note that the widely used linear infinite impulse response (IIR) filter with input \(u(n)\) and output \(y(n)\) is described by
\[
y(n) = \sum_{i=1}^{n_c} c_i y(n - i) + \sum_{j=0}^{n_d} d_j u(n - j).
\]  
(8)

When \(d_j = 0\) for all \(j\), the IIR filter becomes a finite impulse response (FIR) filter. On the basis of the similarity between (7) and (8), it is clear that the general fuzzy systems are nonlinear time-varying IIR or FIR filters provided that the fuzzy rules are properly constructed in a fashion similar to those in (5). It has been shown that time-varying filters can be advantageous in many applications [15].

From the above analyses, it is clear that as far as the input–output relationship is concerned, the role that the general MISO TS fuzzy systems play as controllers, models or filters is mathematically the same: they generate continuous, nonlinear and time-varying mapping between the input and output of the systems. In other words, \(F_{\Omega}(\overline{x})\) represents nonlinear mapping \(F_{\Omega} : C^r[0, 1] \rightarrow [a, b]\), where \(C^r[0, 1]\) designates \(r\) dimensional product space. A fundamentally important question is then naturally raised: can the general TS fuzzy systems always approximate any continuous and nonlinear multivariate functional relationships with an arbitrarily high accuracy? Put the question in another way: are these general fuzzy systems with the simplified linear TS rule consequent uni-
versal approximators? If the answer is yes, then these fuzzy systems are theoretically guaranteed to always be able to produce desired control, modeling and filtering results as long as the fuzzy systems are correctly constructed. We are now going to answer this important question.

3. The general MISO fuzzy systems with the simplified linear TS rule consequent as universal approximators

We will take two steps to prove that the general MISO fuzzy systems with the simplified linear TS rule consequent are universal approximators. First, we will constructively prove that the general fuzzy systems can uniformly approximate any multivariate polynomial to any degree of accuracy. Then, we will utilize the fact that any multivariate continuous function can always be approximated by multivariate polynomial arbitrarily well (i.e., the Weierstrass approximation theorem [2]) to prove that the general fuzzy systems can uniformly approximate any multivariate continuous function with arbitrary precision. We developed and used this two-step approach previously when proving that the general Mamdani fuzzy systems are universal approximators [20].

In the rest of the paper, we will always assume that \( P_M(\tilde{x}) \) is a multivariate polynomial of degree \( M \) defined in \( C^r[0,1] \)

\[
P_M(x) = \sum_{d_1=0}^{M_1} \ldots \sum_{d_r=0}^{M_r} \beta_{d_1 \ldots d_r} x_1^{d_1} \ldots x_r^{d_r}; \quad \sum_{i=1}^r M_i = M.
\]

We now prove the following result, completing the first of the two steps.

**Theorem 1.** The general MISO fuzzy systems with the simplified linear TS rule consequent can uniformly approximate \( P_M(\tilde{x}) \) with arbitrarily small approximation error bound. That is, \( \forall \varepsilon > 0 \), there exists a positive integer \( N \) such that when the smallest of \( n_1, \ldots, n_r \) is greater than \( N \),

\[
\| F_\Omega - P_M \|_{C^r[0,1]} = \max_{\tilde{x} \in C^r[0,1]} | F_\Omega(\tilde{x}) - P_M(\tilde{x}) | < \varepsilon.
\]

**Proof.** We will constructively prove this result. We first use \( P_M(\tilde{x}) \) to form \( f(p_m) \). Specifically, we let

\[
f(p_m) = \frac{P_M\left(\frac{p_{m1}}{n_1}, \ldots, \frac{p_{mr}}{n_r}\right)}{a_0x_0 + \sum_{i=1}^r a_i \frac{p_{mi}}{n_i}}. \tag{9}
\]

To avoid the denominator becoming zero, we choose such \( a_i \)'s that \( a_0x_0 + \sum_{i=1}^r a_i x_i \neq 0 \), which can always be achieved because \( a_i \)'s are design parameters whose values are chosen by the system developer at will. Substituting (9) into (3), we obtain
\[ F_\Omega(\bar{x}) = \frac{\sum_{m=1}^{\Omega} \mu_m^2 P_M \left( \frac{p_{1,m}}{n_1}, \ldots, \frac{p_{r,m}}{n_r} \right) \sum_{i=0}^{r'} a_{i} \frac{p_{i,m}}{n_i}}{\sum_{m=1}^{\Omega} \mu_m^2} . \] 

(10)

Because at any specific time, \( x_i \) is always in one of the \( n_i \) intervals, that is,

\[ \frac{p_{i,m}}{n_i} \leq x_i \leq \frac{p_{i,m} + 1}{n_i} , \] 

(11)

we have

\[ \lim_{n_i \to \infty} \frac{p_{i,m}}{n_i} \leq x_i \leq \lim_{n_i \to \infty} \frac{p_{i,m} + 1}{n_i} , \quad i = 1, \ldots, r , \]

which leads to

\[ \lim_{n_i \to \infty} \frac{p_{i,m}}{n_i} = \lim_{n_i \to \infty} \frac{p_{i,m} + 1}{n_i} = x_i . \]

Consequently, from (10) we have

\[ \lim_{n_i \to \infty} F_\Omega(\bar{x}) = \lim_{n_i \to \infty} \frac{\sum_{m=1}^{\Omega} \mu_m^2 P_M \left( \frac{p_{1,m}}{n_1}, \ldots, \frac{p_{r,m}}{n_r} \right) \sum_{i=0}^{r'} a_{i} \frac{x_i}{n_i}}{\sum_{m=1}^{\Omega} \mu_m^2} = P_M(\bar{x}) , \]

meaning \( F_\Omega(\bar{x}) \) can approximate \( P_M(\bar{x}) \) arbitrarily well if \( n_i \)'s (for all \( i \)) are large enough.

Now we need to prove that this approximation is uniform. We will derive a formula that can be used to calculate a positive integer \( N \), based on pre-specified approximation error \( \epsilon > 0 \), such that when the smallest of \( n_1, \ldots, n_r \) is greater than \( N \), the following will hold:

\[ \max_{\bar{x} \in C[0,1]} |F_\Omega(\bar{x}) - P_M(\bar{x})| < \epsilon . \]

According to (10), this inequality is achieved if the following inequality can hold:

\[ \left| \frac{\sum_{i=0}^{r'} a_{i} x_i}{a_0 x_0 + \sum_{i=1}^{r'} a_i \frac{p_{i,m}}{n_i}} P_M \left( \frac{p_{1,m}}{n_1}, \ldots, \frac{p_{r,m}}{n_r} \right) - P_M(\bar{x}) \right| < \epsilon . \]

\[ = \left| \frac{P_M \left( \frac{p_{1,m}}{n_1}, \ldots, \frac{p_{r,m}}{n_r} \right) \sum_{i=0}^{r'} a_{i} x_i - P_M(\bar{x}) \sum_{i=0}^{r'} a_i \frac{p_{i,m}}{n_i}}{a_0 x_0 + \sum_{i=1}^{r'} a_i \frac{p_{i,m}}{n_i}} \right| < \epsilon . \]

We make the following definition:

\[ \Sigma_{\min} \overset{\text{def}}{=} \min_{\bar{x} \in C[0,1]} \left| a_0 x_0 + \sum_{i=1}^{r'} a_i x_i \right| \]

and obviously
\[ a_0 x_0 + \sum_{i=1}^{r} a_i \frac{P_i m}{n_i} \geq \Sigma_{\min}. \]

Using \( \Sigma_{\min} \) and continuing our inequality derivation, we now want
\[
\left| P_M \left( \frac{P_1 m}{n_1}, \ldots, \frac{P_r m}{n_r} \right) \sum_{i=0}^{r} a_i x_i - P_M(x) \sum_{i=0}^{r} a_i \frac{P_i m}{n_i} \right| 
\leq \frac{\left| P_M \left( \frac{P_1 m}{n_1}, \ldots, \frac{P_r m}{n_r} \right) \sum_{i=0}^{r} a_i x_i - P_M(x) \sum_{i=0}^{r} a_i \frac{P_i m}{n_i} \right|}{\Sigma_{\min}} < \varepsilon.
\]

or equivalently
\[
\left| P_M \left( \frac{P_1 m}{n_1}, \ldots, \frac{P_r m}{n_r} \right) \sum_{i=0}^{r} a_i x_i - P_M(x) \sum_{i=0}^{r} a_i \frac{P_i m}{n_i} \right| < \varepsilon \Sigma_{\min}.
\]

For simplicity and better presentation, we will continue our proof and formula derivation only for the case of two variables (i.e., \( r = 2 \)). The proof for more variables is similar, though. A degree \( M \) polynomial of two variables is
\[
P_M(x_1, x_2) = \sum_{d_1, d_2=0}^{M_1, M_2} \beta_{d_1, d_2} x_1^{d_1} x_2^{d_2},
\]
where \( M = M_1 + M_2 \). From the last inequality, we have,
\[
\left| P_M \left( \frac{P_1 m}{n_1}, \frac{P_2 m}{n_2} \right) \sum_{i=0}^{2} a_i x_i - P_M(x_1, x_2) \sum_{i=0}^{2} a_i \frac{P_i m}{n_i} \right| 
= \left| \sum_{d_1, d_2=0}^{M_1, M_2} \beta_{d_1, d_2} \left( \frac{P_1 m}{n_1} \right)^{d_1} \left( \frac{P_2 m}{n_2} \right)^{d_2} \sum_{i=0}^{2} a_i x_i - x_1^{d_1} x_2^{d_2} \sum_{i=0}^{2} a_i \frac{P_i m}{n_i} \right| 
\leq \sum_{d_1, d_2=0}^{M_1, M_2} \left| \beta_{d_1, d_2} \right| \left( \frac{P_1 m}{n_1} \right)^{d_1} \left( \frac{P_2 m}{n_2} \right)^{d_2} \sum_{i=0}^{2} a_i x_i - x_1^{d_1} x_2^{d_2} \sum_{i=0}^{2} a_i \frac{P_i m}{n_i} \right|.
\]

Due to (11), we have
\[
\frac{P_i m}{n_i} = x_i - \theta_{i,m},
\]
where \( 0 \leq \theta_{i,m} \leq 1 \). Consequently, the last expression above equals
\[
\sum_{d_1, d_2=0}^{M_1, M_2} \left| \beta_{d_1, d_2} \right| \left( x_1 - \frac{\theta_{1,m}}{n_1} \right)^{d_1} \left( x_2 - \frac{\theta_{2,m}}{n_2} \right)^{d_2} \sum_{i=0}^{2} a_i x_i - x_1^{d_1} x_2^{d_2} \sum_{i=0}^{2} a_i \left( x_i - \frac{\theta_{i,m}}{n_i} \right) 
= \sum_{d_1, d_2=0}^{M_1, M_2} \beta_{d_1, d_2} \left[ \left( x_1 - \frac{\theta_{1,m}}{n_1} \right)^{d_1} \left( x_2 - \frac{\theta_{2,m}}{n_2} \right)^{d_2} - x_1^{d_1} x_2^{d_2} \right].
\]
\[
\times \sum_{i=0}^{2} a_i x_i + x_1^{d_1} x_2^{d_2} \sum_{i=1}^{2} a_i \frac{\theta_{1,m}}{n_i} \\
\leq \sum_{i=1}^{2} a_i x_i \sum_{d_1=0}^{M_1} \sum_{d_2=0}^{M_2} \beta_{d_1,d_2} \left| \left( x_1 - \frac{\theta_{1,m}}{n_1} \right)^{d_1} \left( x_2 - \frac{\theta_{2,m}}{n_2} \right)^{d_2} - x_1^{d_1} x_2^{d_2} \right| \\
+ \left| x_1^{d_1} x_2^{d_2} \right| \sum_{d_1=0}^{M_1} \sum_{d_2=0}^{M_2} \beta_{d_1,d_2} \sum_{i=1}^{2} a_i \frac{\theta_{1,m}}{n_i} \\
\leq \sum_{\max} \sum_{d_1=0}^{M_1} \sum_{d_2=0}^{M_2} \beta_{d_1,d_2} \left| \left( x_1 - \frac{\theta_{1,m}}{n_1} \right)^{d_1} \left( x_2 - \frac{\theta_{2,m}}{n_2} \right)^{d_2} - x_1^{d_1} x_2^{d_2} \right| \\
+ \sum_{i=1}^{2} \left| a_i \right| \sum_{d_1=0}^{M_1} \sum_{d_2=0}^{M_2} \beta_{d_1,d_2},
\]

(12)

where

\[
\sum_{\max} \overset{\text{def}}{=} \max_{z \in C^{[0,1]}} \left| \sum_{i=0}^{2} a_i x_i \right|.
\]

For the first part of the summation in the last expression in (12), note that

\[
\left| \left( x_1 - \frac{\theta_{1,m}}{n_1} \right)^{d_1} \left( x_2 - \frac{\theta_{2,m}}{n_2} \right)^{d_2} - x_1^{d_1} x_2^{d_2} \right| \\
= \left| x_2^{d_2} \left[ \left( x_1 - \frac{\theta_{1,m}}{n_1} \right)^{d_1} - x_1^{d_1} \right] + x_1^{d_1} \left[ \left( x_2 - \frac{\theta_{2,m}}{n_2} \right)^{d_2} - x_2^{d_2} \right] \right| \\
+ \left[ \left( x_1 - \frac{\theta_{1,m}}{n_1} \right)^{d_1} - x_1^{d_1} \right] \left[ \left( x_2 - \frac{\theta_{2,m}}{n_2} \right)^{d_2} - x_2^{d_2} \right] \\
= \left| x_2^{d_2} \left[ - C_{d_1}^{1} \frac{\theta_{1,m}}{n_1} + \cdots + (-1)^{d_1} C_{d_1}^{d_1} \left( \frac{\theta_{1,m}}{n_1} \right)^{d_1} \right] \\
+ x_1^{d_1} \left[ - C_{d_2}^{2} \frac{\theta_{2,m}}{n_2} + \cdots + (-1)^{d_2} C_{d_2}^{d_2} \left( \frac{\theta_{2,m}}{n_2} \right)^{d_2} \right] \right| \\
+ \left[ - C_{d_1}^{1} x_1^{d_1-1} \frac{\theta_{1,m}}{n_1} + \cdots + (-1)^{d_1} C_{d_1}^{d_1} \left( \frac{\theta_{1,m}}{n_1} \right)^{d_1} \right] \\
\times \left[ - C_{d_2}^{2} x_2^{d_2-1} \frac{\theta_{2,m}}{n_2} + \cdots + (-1)^{d_2} C_{d_2}^{d_2} \left( \frac{\theta_{2,m}}{n_2} \right)^{d_2} \right] \\
\leq \frac{C_{d_1}^{1}}{n_1} + \frac{C_{d_1}^{2}}{n_1} + \cdots + \frac{C_{d_1}^{d_1}}{n_1} + \frac{C_{d_2}^{1}}{n_2} + \frac{C_{d_2}^{2}}{n_2} + \cdots + \frac{C_{d_2}^{d_2}}{n_2}
\]
where $N$ is the smaller of $n_1$ and $n_2$. In the above derivation, we utilized the following relations:

$|x_i^\eta| \leq 1$ where $\eta \geq 1$, \quad $|\theta_{i,m}| \leq \frac{1}{n_i}$, \quad $\frac{1}{n_i^\eta} \geq \frac{1}{n_i}$ for $\eta \geq 1$.

$\sum_{k=0}^{\ell} C_j^k = 2^\ell$, where $C_j^k = \frac{j!}{(j-k)!(k)!}$.

As a result, the last expression in (12) is less than or equal to

$$\sum_{d_1=0}^{M_1} \sum_{d_2=0}^{M_2} |\beta_{d_1,d_2}| \left( \frac{2^{d_1+d_2} - 1}{N} \right) \leq \varepsilon \sum_{d_1=0}^{M_1} \sum_{d_2=0}^{M_2} |\beta_{d_1,d_2}|.$$  

Solving for $N$, we obtain the following formula

$$N > \sum_{d_1=0}^{M_1} \sum_{d_2=0}^{M_2} |\beta_{d_1,d_2}| \left( \frac{2^{d_1+d_2} - 1}{(|a_1| + |a_2|) \sum_{d_1=0}^{M_1} \sum_{d_2=0}^{M_2} |\beta_{d_1,d_2}|} \right) \varepsilon \sum_{d_1=0}^{M_1} \sum_{d_2=0}^{M_2} |\beta_{d_1,d_2}|.$$  

(13)

If $N$ resulted from the formula is not an integer, we will use the integer that is larger than and closest to the computed $N$ as $n_1$ and $n_2$. Now, we have found the $N$ for the proof of the uniform approximation of the fuzzy systems to any continuous functions. \[\square\]

Using the Weierstrass approximation theorem and Theorem 1, we now prove that the general fuzzy systems with our simplified linear TS rule consequent are universal approximators. In essence, the Weierstrass approximation theorem states that any multivariate continuous function in closed domain can always be uniformly approximated by multivariate polynomial no matter how small a pre-specified approximation error bound is.

**Theorem 2** (Universal approximation theorem for the general MISO fuzzy systems with the simplified linear TS rule consequent). The general MISO fuzzy systems with the simplified linear TS rule consequent can uniformly approximate any multivariate continuous function in closed domain to any degree of accuracy.

**Proof.** Designate multivariate continuous function to be approximated as $G(x)$ and the desired uniform approximation error bound as $\varepsilon$. According to the
Weierstrass approximation theorem, we can always find a multivariate polynomial $P_M(x)$ that can uniformly approximate $G(x)$ with the desired accuracy $\varepsilon$. In order words, $\forall \varepsilon_1 > 0, \|P_M - G\| < \varepsilon_1$. Furthermore, on the basis of Theorem 1, $\forall \varepsilon_2 > 0, \|F_\Omega - P_M\| < \varepsilon_2$. Hence,

$$\|F_\Omega - G\| \leq \|P_M - G\| + \|F_\Omega - P_M\| < \varepsilon_1 + \varepsilon_2 = \varepsilon,$$

which means $F_\Omega(x)$ can uniformly approximate $G(x)$. $\Box$

Combining Theorems 1 and 2, we obtain the following quantitative result concerning sufficient conditions for the general TS fuzzy systems as universal approximators. Although the result is stated for two-variable functions, it obviously holds for functions with more variables. For simplicity and better presentation, we do not provide the more general results in this paper.

**Theorem 3 (Sufficient Conditions).** Given a continuous function $G(x_1, x_2)$ to be approximated with uniform approximation error bound $\varepsilon$, inequality $|F_\Omega(x_1, x_2) - G(x_1, x_2)| < \varepsilon$ holds when the smaller of $n_1$ and $n_2$ is larger than or equal to $N$ where

$$N > \frac{\sum_{d_1=0}^{M_1} \sum_{d_2=0}^{M_2} |\beta_{d_1 d_2}| (2^{d_1-d_2} - 1) + (|a_1| + |a_2|) \sum_{d_1=0}^{M_1} \sum_{d_2=0}^{M_2} |\beta_{d_1 d_2}|}{(\varepsilon - \varepsilon_1) \sum_{\min}}. \tag{14}$$

*Here, $\varepsilon_1$ is so chosen that $|P_M(x_1, x_2) - G(x_1, x_2)| < \varepsilon_1$.***

**Proof.** The formula was already derived in the proof of Theorem 1 (i.e. (13)). One just needs to replace $\varepsilon$ in (13) with $\varepsilon - \varepsilon_1$ to yield (14). $\Box$

We point out that the values of the parameters/terms in the right side of inequality (14) are known for a given fuzzy approximation problem. Hence, formula (14) is readily to be used, at least in theory, for designing fuzzy systems as function approximators.

We now put these universal approximation results into the context of fuzzy controllers, models and filters. In a control or filtering problem, $G(x)$ represents a control or filtering solution whereas in a modeling problem, $G(x)$ is the true mathematical representation of the physical system to be modeled. Practically speaking, in all these three types of problems, $G(x)$ is unknown and the task of the fuzzy system developer is to realize $G(x)$ or, when this is impossible, approximate it with enough high approximation accuracy by a TS fuzzy system through manipulation of its different components (input fuzzy sets, fuzzy rules, etc.) The manipulation is, in virtually all the cases, trial-and-error based, which is rather difficult if the original linear TS rule consequent is
used, due to the large number of parameters in the rule consequent. (The general TS fuzzy systems with the original linear rule consequent are indeed universal approximators [22].) With the results presented in this paper, we have shown that, by using our simplified linear TS rule consequent, the manipulation process will not only be significantly easier but also any pre-specified approximation accuracy, no matter how small it is, will always be achievable in theory.

4. Conclusions

In the present paper, we have investigated a general class of MISO TS fuzzy systems that use any type of continuous input fuzzy sets, any type of fuzzy logic AND, nonlinear fuzzy rules with our newly introduced simplified linear TS rule consequent and the generalized defuzzifier containing the popular centroid defuzzifier as a special case. We have related the structure of the fuzzy systems to the structures of some popular nonfuzzy controllers, models and filters. We have proved that: (1) when implemented as controllers, the fuzzy systems are nonlinear time-varying controllers with variable gains, (2) when implemented as models, the fuzzy systems are nonlinear ARX models with time-varying model parameters, and (3) when implemented as filters, the fuzzy systems are nonlinear FIR or IIR filters with time-varying filter coefficients. We have constructively proved that the general MISO TS fuzzy systems can uniformly approximate any multivariate polynominal and then proved, by utilizing the Weierstrass approximation theorem, that the fuzzy systems can uniformly approximate any multivariate continuous function in closed domain. We have also derived a formula for calculating the number of input fuzzy sets and fuzzy rules needed to achieve pre-specified approximation accuracy.

Our results provide a solid theoretical basis for the use of our simplified linear TS rule consequent in the general fuzzy systems to form universal controllers, models and filters. The practical implication is that these TS fuzzy systems, with much less design parameters, are always able to produce solutions to various control, modeling and filtering problems.
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