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A simplest possible fuzzy controller is proved analytically to be equivalent to a proportional-integral controller when a linear defuzzification algorithm is used or to a nonlinear proportional-integral controller when a nonlinear defuzzification algorithm is used.
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Abstract—Sources of nonlinearity in a fuzzy controller include the fuzzification algorithm used for the controller inputs; fuzzy control rules; type of fuzzy logic used for evaluating the fuzzy control rules; and the defuzzification algorithm used for the controller output. We analyze the performance of a simple fuzzy controller with linear and nonlinear defuzzification algorithms. We prove theoretically that such a fuzzy controller, the smallest possible, with two inputs (error and rate change of error) and a nonlinear defuzzification algorithm is equivalent to a nonlinear proportional-integral (PI) controller with proportional-gain and integral-gain changing with error and rate change of error about a setpoint. Furthermore, this fuzzy controller is precisely equivalent to a conventional linear PI controller if a linear defuzzification algorithm is employed. Computer simulation showed that the performance of the fuzzy controller was almost the same as that of the PI controller when first-order and second-order linear processes were used. Furthermore, the fuzzy controller was significantly better when a first-order with a time delay model was used. More importantly, the simulated result illustrated that the fuzzy controller was stable when a nonlinear process model was controlled, but the PI controller was unstable.

1. INTRODUCTION

As an important branch of fuzzy set theory (Zadeh, 1965), fuzzy controllers have been developed and several applications have been achieved (Mamdani and Gaines, 1981; Sugeno, 1985) since the invention of the first fuzzy controller in 1974 (Mamdani, 1974). However, a theory for the fuzzy controller has been badly needed.

In this paper we establish the relationship between the PI controller and a smallest possible fuzzy controller, consisting of two inputs, error and rate of change of error ("rate" for short), one output and four fuzzy control rules. The fuzzy sets "error" and "rate" have two fuzzy members, and the fuzzy set for controller output has three fuzzy members. We will focus on the nonlinearity introduced by the defuzzification algorithm. We will prove theoretically that a fuzzy controller with a nonlinear defuzzification algorithm, but otherwise linear, is precisely equivalent to a nonlinear PI controller where proportional-gain and integral-gain change with error and rate. Here we define that a fuzzy controller is a linear fuzzy controller if the defuzzified output of the fuzzy controller is a linear function of its inputs.

2. THEORETICAL ANALYSIS OF THE FUZZY CONTROLLER WITH TWO INPUTS

2.1. Description of a typical fuzzy controller

A typical fuzzy controller can be described by the block diagram in Fig. 1.

Most fuzzy controllers developed so far employ error and rate about a setpoint as their inputs. In this paper, we employ the following notation:

\[
e(nT) = y(nT) - \text{setpoint}
\]

\[
e \sim (nT) = F\{GE * e(nT)\}
\]

\[
r(nT) = [e(nT) - e(nT - T)]/T
\]

\[
r \sim (nT) = F\{GR * r(nT)\}
\]

\[
u(nT) = dU(nT) + u(nT - T)
\]

\[
= GU * dU(nT) + u(nT - T)
\]

where \(n\) is a positive integer and \(T\) is a sampling period. The \(e(nT)\), \(r(nT)\), \(y(nT)\) and \(u(nT)\) denote error, rate, process output and output from the fuzzy controller (which is also process input) at sampling time \(nT\). The \(e(nT - T)\) and \(u(nT - T)\) are the error and the output from the fuzzy controller at sampling time \(nT - T\), respectively. GE (gain for error) is the input.
scaler for error, GR (gain for rate) is the input scaler for rate and GU (gain for controller output) is the output scaler of the fuzzy controller. F[ ] means fuzzification. The \( u(nT) \) designates the incremental output of fuzzy controller (to process input) at sampling time \( nT \). The \( U(nT) \) denotes the incremental output of the fuzzy controller from defuzzifying the fuzzy set, “output”, at sampling time \( nT \). \( u \sim (nT) \) denotes the fuzzy set corresponding to \( u(nT) \). \( e \sim (nT) \) \( [r \sim (nT)] \) denotes the fuzzy set corresponding to scaled error \( GE \ast e(nT) \) [scaled rate \( GR \ast r(nT) \)].

The components of a typical fuzzy controller include:

1. the input scalers GE, GR and the output scaler GU;
2. a fuzzification algorithm for scaled error, scaled rate and output;
3. the fuzzy control rules;
4. fuzzy logic used for evaluating the fuzzy control rules; and
5. a defuzzification algorithm used for getting crisp output from the fuzzy set “output”.

The sources of nonlinearity of a fuzzy controller include:

1. the fuzzification algorithm used for the controller inputs;
2. the fuzzy control rules;
3. type of fuzzy logic used for evaluating the fuzzy control rules; and
4. the defuzzification algorithm used for the controller output.

2.2. Fuzzification algorithm and fuzzy control rules

The linear fuzzification algorithm, for scaled error and rate, is shown in Fig. 2.

The fuzzy set “error” has two members, e.p (denotes error.positive) and e.n (denotes error.negative); and the fuzzy set “rate” has two members, r.p (denotes rate.positive) and r.n (denotes rate.negative). The definition of the fuzzy set “output” is shown in Fig. 3. The fuzzy set “output” has three members, o.p (denotes output.positive), o.z (denotes output.zero) and o.n (denotes output.negative). Actually, since the grades of membership of the members of fuzzy set “output” are computed from the fuzzy control rules, no fuzzification of controller output is needed. However, the definition of “output” is necessary for defuzzification, as we will show below.

There are four linear fuzzy control rules used in this study:

\[
\text{if error} = e.p \text{ and rate} = r.p \text{ then output} = o.n \quad (r1)
\]
\[
\text{if error} = e.p \text{ and rate} = r.n \text{ then output} = o.z \quad (r2)
\]
\[
\text{if error} = e.n \text{ and rate} = r.p \text{ then output} = o.z \quad (r3)
\]
\[
\text{if error} = e.n \text{ and rate} = r.n \text{ then output} = o.p \quad (r4)
\]

2.3. Fuzzy logic for evaluation of the fuzzy control rules

The fuzzy logics with which we are concerned are those of Zadeh and of Lukasiewicz. If \( \mu A \) and \( \mu B \) represent the grades of membership of an object in fuzzy sets A and B, respectively, then these logics are defined as:

Zadeh logic:

\[
\text{AND}(\mu A, \mu B) = \min(\mu A, \mu B)
\]
\[
\text{OR}(\mu A, \mu B) = \max(\mu A, \mu B);
\]
Lukasiewicz logic:
\[
\text{AND}(\text{muA}, \text{muB}) = \max(0, \text{muA} + \text{muB} - 1)
\]
\[
\text{OR}(\text{muA}, \text{muB}) = \min(1, \text{muA} + \text{muB})
\]

In evaluating the control rules, it is proper to use the Zadeh AND to evaluate the individual control rules, and the Lukasiewicz OR to evaluate the implied OR between control rules r2 and r3. The Lukasiewicz OR should be used since the conditions being ORd are maximally negatively correlated (Siler and Ying, 1988). However, for the smallest fuzzy controller here, with the linear defuzzification below, exactly the same controller output will be obtained by using the Zadeh AND and either the Zadeh or Lukasiewicz OR, since the (different) grades of membership of o.z are multiplied by zero in the defuzzification process. But when the nonlinear defuzzification process described below is used, different results will be obtained from the Zadeh and Lukasiewicz ORs. In the interest of brevity, we will give the equations for Lukasiewicz OR, since it is the correct logic to use. However, the simulation results will be shown for both logics.

2.4. Defuzzification algorithms

The linear defuzzification algorithm used is
\[
d_L = \text{sum}[(\text{value of member}) \times (\text{membership of member})]
\]
(1)

where \(d_L\) is the defuzzified equivalent of the fuzzy set. The value, used in the defuzzification algorithm, is the value for the members of the fuzzy set “output” which are chosen, in our study, as those values for which the grade of membership in \([-L, L]\) is unity. These values are \(L\) for the fuzzy member o.p, 0 for the fuzzy member o.z and \(-L\) for the fuzzy member o.n as shown in Fig. 3. As we have shown in Siler and Ying (1988) and Buckley and Ying (1988a), the resulting fuzzy controller is precisely equivalent to a linear nonfuzzy controller.

A nonlinear defuzzification procedure was also used, which amounted to a normalization of the grades of membership of the members of the fuzzy set being defuzzified to a sum of one. The defuzzified output of a fuzzy set is defined as
\[
d_{NL} = \frac{\text{sum}[(\text{value of member}) \times (\text{membership of member})]}{\text{sum(memberships)}}
\]
(2)

where \(d_{NL}\) is the defuzzified equivalent of the fuzzy set. The nonlinearity is introduced into the defuzzification algorithm by the denominator.

2.5. Proof that a fuzzy controller with the nonlinear defuzzification is equivalent to a nonfuzzy nonlinear PI controller

The control rules r1–r4 all employ the Zadeh AND of two conditions, one on the scaled rate, and the other on the scaled error itself. Since the Zadeh AND is the minimum of two values, two different conditions arise for each rule, one when the scaled error is less than the scaled rate, and one when the scaled rate is less than the scaled error. The eight different combinations of scaled error and scaled rate constituting input to the control rules are shown graphically in Fig. 4.

To prove that the fuzzy controller constructed above is a conventional nonlinear PI controller with changing proportional-gain and integral-gain, all combinations of the inputs, scaled error and rate shown in Fig. 4, must be considered. The results of evaluating the fuzzy control rules r1, r2, r3 and r4, when scaled error and rate are in \([-L, L]\), are given in Table 1. E.p and E.n (R.p and R.n) in Table 1 mean the membership values of e.p and e.g (r.p and r.n) in the fuzzy sets (rate). For example, for given values of scaled error \(GE \times e(nT)\) and rate \(GR \times r(nT)\), the membership values obtained by using the fuzzification algorithm shown in Fig. 2 are E.p and R.p. Then, say in rule r1, the membership value associated with the member, o.n, of the fuzzy set “output” is the Min(E.p, R.p). In this way, the membership values listed in Table 1 can be obtained. Notice that

\[
E.p = \frac{[GE \times e(nT) + L]}{2L}
\]
(3)

\[
E.n = \frac{[L - GE \times e(nT)]}{2L}
\]
(4)

\[
R.p = \frac{[GR \times r(nT) + L]}{2L}
\]
(5)

Fig. 4. Possible input combinations (IC) of scaled error and rate change of error which must be considered when the fuzzy controller rules are evaluated as shown in Table 1.
Table 1. Results of evaluating the fuzzy control rules r1, r2, r3 and r4 for all combinations of inputs using Zadeh AND (min) fuzzy logic when scaled error and rate of process output are within the interval \([-L, L]\) of the fuzzification algorithm. The input combinations of scaled error and rate are shown graphically in Fig. 4.

<table>
<thead>
<tr>
<th>Input Combinations (IC) of scaled error and rate as shown in Fig. 4</th>
<th>Memberships obtained by evaluating fuzzy control rules r1, r2, r3 and r4 using Zadeh AND (min) fuzzy logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>IC1</td>
<td>r1: R.p, r2: R.n, r3: E.n, r4: E.n</td>
</tr>
<tr>
<td>IC2</td>
<td>r1: R.p, r2: R.n, r3: E.n, r4: E.n</td>
</tr>
<tr>
<td>IC3</td>
<td>r1: E.p, r2: R.n, r3: E.n, r4: R.n</td>
</tr>
<tr>
<td>IC4</td>
<td>r1: E.p, r2: R.n, r3: E.n, r4: R.n</td>
</tr>
<tr>
<td>IC5</td>
<td>r1: E.p, r2: R.p, r3: R.p, r4: R.n</td>
</tr>
<tr>
<td>IC6</td>
<td>r1: R.p, r2: E.p, r3: R.p, r4: E.n</td>
</tr>
<tr>
<td>IC7</td>
<td>r1: R.p, r2: E.p, r3: R.p, r4: E.n</td>
</tr>
<tr>
<td>IC8</td>
<td>r1: R.p, r2: E.p, r3: R.p, r4: E.n</td>
</tr>
</tbody>
</table>

R.e = [L - GR * (nT)]/2L \hspace{1cm} (6)
E.e + E.n = 1 \hspace{1cm} (7)
R.p + R.n = 1 \hspace{1cm} (8)

Also, be aware that in our case the Lukasiewicz OR reduces to the sum of the grades of membership being ORd, since this sum can never be greater than one for the simple fuzzy controller used in this paper.

The main theoretical results follow:

(A) When the Lukasiewicz OR is used for the membership of the member o.z of the fuzzy set “output”, the incremental output of the fuzzy controller at sampling time nT, \(d_{NL}(nT)\), can be described by following two equations obtained from the nonlinear defuzzification algorithm \(d_{NL}\):

If GE * \(|e(nT)| \leq GR * |r(nT)| \leq L,\n
\[d_{NL}(nT) = \frac{-0.5 * L * GU}{2L - GE * |e(nT)|} [GE * e(nT) + GR * r(nT)]\] \hspace{1cm} (9)

If GE * \(|e(nT)| \leq GR * |r(nT)| \leq L,\n
\[d_{NL}(nT) = \frac{-0.5 * L * GU}{2L - GR * |r(nT)|} [GE * e(nT) + GR * r(nT)]\] \hspace{1cm} (10)

Equations (9) and (10) may be verified by substituting the values for E.p through E.n [equations (3) through (6) into Table 1] and evaluating \(d_{NL}\) for each row in Table 1. Since the incremental output of the fuzzy controller using the nonlinear defuzzification algorithm \(d_{NL}\) is a nonlinear function of the inputs, error and rate, the fuzzy controller is a nonlinear fuzzy controller.

(B) If scaled error and/or rate of process output are not within the interval \([-L, L]\) of the fuzzification algorithm shown in Fig. 2, the incremental output of the fuzzy controller is as listed in Table 2 for the nonlinear defuzzification algorithm \(d_{NL}\).

(C) The fuzzy controller is precisely equivalent to the nonfuzzy linear PI controller

\[d_{PI}(nT) = -[K_i * e(nT) + K_p * r(nT)]\] \hspace{1cm} (11)
if the linear defuzzification algorithm \( d_L \) is employed. Therefore, the fuzzy controller becomes the PI controller with the proportional-gain \( K_p = 0.5 \times GU \times GR / L \) and the integral-gain \( K_i = 0.5 \times GU \times GE / L \).

Comparing equation (11) with equations (9) and (10), it is obvious that the fuzzy controller is a nonlinear PI controller with \( K_p \) and \( K_i \) changing with error and rate. We call \( K_p \) and \( K_i \) dynamic proportional-gain \( K_{pd} \) and dynamic integral-gain \( K_{id} \), respectively, when error and rate are not zero. According to equations (9) and (10), the dynamic proportional-gain \( K_{pd} \) and integral-gain \( K_{id} \) for the fuzzy controller using the nonlinear defuzzification algorithm \( d_{NL} \) are:

\[
K_{p_d} = \frac{0.5 \times L \times GU \times GR}{2L - GE \times |e(nT)|}
\]

\[
K_{i_d} = \frac{0.5 \times L \times GU \times GE}{2L - GE \times |e(nT)|}
\]  

(12)

when \( GR \times |r(nT)| \leq GE \times |e(nT)| \leq L \), and

\[
K_{p_d} = \frac{0.5 \times L \times GU \times GR}{2L - GR \times |r(nT)|}
\]

\[
K_{i_d} = \frac{0.5 \times L \times GU \times GE}{2L - GR \times |r(nT)|}
\]  

(13)

when \( GE \times |e(nT)| \leq GR \times |r(nT)| \leq L \).

Also, we define the static proportional-gain \( K_p \), and static integral-gain \( K_i \), as the proportional-gain and the integral-gain when both error and rate are zero. According to equations (12) and (13), the static proportional-gain \( K_p \), and static integral-gain \( K_i \), for the fuzzy controller using the nonlinear defuzzification algorithm \( d_{NL} \) are

\[
K_p = GU \times GR / 4, \quad K_i = GU \times GE / 4.
\]  

(14)

2.6. Computer simulation results

Computer simulation was used to determine the control performance of the fuzzy controller. The results of the fuzzy controller using the nonlinear defuzzification algorithm \( d_{NL} \), were compared to that of the PI controller. As a matter of interest, because of its wide use, simulated results were included for the nonlinear fuzzy controller using the Zadeh OR, as well as the theoretically correct Lukasiewicz OR.

To make a fair comparison between the fuzzy and PI controllers, the static proportional-gain \( K_p \), and the static integral-gain \( K_i \), of the fuzzy controller were set to equal the proportional-gain \( K_p \) and the integral-gain \( K_i \), respectively, of the PI controller. That is, for the nonlinear fuzzy controller,

\[
K_p = \frac{GU \times GR}{4} \quad \text{and} \quad K_i = \frac{GU \times GE}{4}.
\]  

(15)

There are infinitely many combinations of GE, GR and GU so that expressions (15) hold true. We can introduce desired degrees of nonlinearity of the fuzzy controller by using different combinations of GE and GR. Once GE and GR are selected, GU can be uniquely determined to satisfy expression (15).

Linear first-order and second-order process models were first employed and the simulated control results are shown in Fig. 5 and Fig. 6, respectively. It appears that there was little difference in control performance between the PI controller and the fuzzy controller using the nonlinear defuzzification algorithm \( d_{NL} \).

Then, a first-order with a time delay process model was controlled and the results are given in Fig. 7. The fuzzy controller using the nonlinear defuzzification algorithm \( d_{NL} \) produced considerably less overshoot than the PI controller.

Finally, a nonlinear process model was used. Simulated control results, shown in Fig. 8, indicated that there was significant difference between the control performance of the PI controller and those of the fuzzy controller using the nonlinear defuzzification algorithm \( d_{NL} \). According to Fig. 8, the PI control result was not stable, but the nonlinear fuzzy controller was stable.

There was little difference between the versions of the nonlinear fuzzy controller using the Zadeh or Lukasiewicz OR, although the Lukasiewicz OR appeared slightly superior. For the above examples, the interval \([-16, 16]\) of the fuzzification algorithm was used. We shall now explore the reasons why the fuzzy controller using the nonlinear defuzzification was better than the PI controller.

2.7. Reasons for improved performance of the fuzzy controller over PI controller.

To compare the PI controller to the fuzzy controller using the nonlinear defuzzification \( d_{NL} \), the PI controller can be expressed by the following equation, if \( K_p \) and \( K_i \) used by the PI controller satisfy expression (15)

\[
du_p(nT) = -\frac{GU}{4} \left( GE \times e(nT) + GR \times r(nT) \right).
\]  

(16)

By comparing equation (16) with equations (9) and (10), we obtain

\[
\frac{1}{4 - 2 \times GE \times |e(nT)|} \geq \frac{1}{4} \frac{L}{L}.
\]  

(17)
**Fig. 5.** Comparison of the performances between the fuzzy controller and the PI controller when a linear first-order model $Y(s)/U(s) = 1/(s + 1)$ is used. OR$_Z$ denotes the fuzzy controller using the Zadeh OR; OR$_L$ denotes the fuzzy controller using the Lukasiewicz OR.

**Fig. 6.** Comparison of the performances between the fuzzy controller and the PI controller when a linear second-order model $Y(s)/U(s) = 10/(s(s + 1))$ is used. OR$_Z$ denotes the fuzzy controller using the Zadeh OR; OR$_L$ denotes the fuzzy controller using the Lukasiewicz OR.
**model:** \( \frac{Y(s)}{U(s)} = \exp(-0.2s) / (s + 1) \)

\[ \text{sampling-period}=0.1 \quad K_p=0.3 \quad K_i=0.0 \]

![Graph](image)

**Fig. 7.** Comparison of the performances between the fuzzy controller and the PI controller when a first-order with a time delay model

\[ Y(s)/U(s) = e^{-0.2s}/(s + 1) \]

is used. \( \text{OR}_Z \) denotes the fuzzy controller using the Zadeh OR; \( \text{OR}_L \) denotes the fuzzy controller using the Lukasiewicz OR.

**model:** \( \frac{dy}{dt} = -y + 0.5y^2 + u \)

\[ \text{sampling-period}=0.1 \quad K_p=0.175 \quad K_i=0.4 \]
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**Fig. 8.** Comparison of the performances between the fuzzy controller and the PI controller when a nonlinear model

\[ \frac{dy}{dt} = -y + 0.5y^2 + u \]

is used. \( \text{OR}_Z \) denotes the fuzzy controller using the Zadeh OR; \( \text{OR}_L \) denotes the fuzzy controller using the Lukasiewicz OR.
when \( GR \cdot |r(nT)| \leq GE \cdot |e(nT)| \leq L \), and

\[
\frac{1}{4 - \frac{2 \cdot GR \cdot |r(nT)|}{L}} \geq \frac{1}{4}
\]  

(18)

when \( GE \cdot |e(nT)| \leq GR \cdot |r(nT)| \leq L \).

This means

\[
|du_{NL}(nT)| \geq |du_{PI}(nT)|
\]  

(19)

when \( GE \cdot |e(nT)| \leq L \) and \( GR \cdot |r(nT)| \leq L \).

According to equations (16) to (19) as well as equations (9) and (10), we can conclude:

(1) When \( e(nT) = 0 \) and/or \( r(nT) = 0 \),

\[
|du_{NL}(nT)| = |du_{PI}(nT)|.
\]

Otherwise,

\[
|du_{NL}(nT)| > |du_{PI}(nT)|.
\]

(2) The larger \( |e(nT)| / |r(nT)| \) is, the larger the difference between \( du_{NL}(nT) \) and \( du_{PI}(nT) \). This nonlinearity may be desirable in order to control a process with less rise-time and less overshoot. On the other hand, when the process output is near the setpoint and the rate is near zero, the control action of the fuzzy controller using the nonlinear defuzzification is about the same as that of the PI controller. That ensures zero steady-state error of the fuzzy control system and probably makes the fuzzy control system more stable.

(3) By adjusting the input scalers \( GE \) and/or \( GR \), we can change the degree of the nonlinearity of the fuzzy controller employing the nonlinear defuzzification \( d_{NL} \). The larger the \( GE \) (GR) is, the more nonlinear the fuzzy controller will be.

3. CONCLUSION

The fuzzy controller discussed above is precisely equivalent to the nonfuzzy linear PI controller if a linear defuzzification algorithm is employed.

Based on the above theoretical analysis and computer simulation, we conclude that the control performances of the fuzzy controller and the nonfuzzy linear PI controller were almost the same if the linear process models were controlled. However, the fuzzy controllers could control the time-delay process model and nonlinear process model significantly better than the nonfuzzy linear PI controller, due to the nonlinearities of the fuzzy controller introduced by the nonlinear defuzzification algorithm, no matter whether the Zadeh or Łukasiewicz OR was used. This conclusion may be also hold true for other time-delay and nonlinear processes and for other fuzzy controllers with more input, more output and more fuzzy control rules. A fuzzy controller with a large number of linear fuzzy control rules has been studied (Buckley and Ying, 1988b).

The degree of nonlinearities of the fuzzy controller can be changed by adjusting the input scalers \( GE \) and \( GR \).

It is known that a linear controller is not necessarily good for controlling a nonlinear process. Generally speaking, a nonlinear controller may control a nonlinear process better. But, designing a nonlinear controller is much more difficult than designing a linear controller, though some nonlinear control theories exist. Therefore, the fuzzy controller constructed in this paper provides an alternative method to control nonlinear processes, even if the mathematical models of the nonlinear processes are available.

Future research will focus on the nonlinearities introduced by the other components of the fuzzy controller for the smallest possible fuzzy controller and other fuzzy controllers with more input, more output and more fuzzy control rules.
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